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Notice 
 

The United States Environmental Protection Agency (EPA) through its Office of 
Research and Development (ORD) funded and managed the research described here.  It 
has been peer reviewed by the EPA and approved for publication.  Mention of trade 
names and commercial products does not constitute endorsement or recommendation by 
the EPA for use. 
 
The Scout 2008 software was developed by Lockheed-Martin under a contract with the 
USEPA.  Use of any portion of Scout 2008 that does not comply with the Scout 2008 
User Guide is not recommended. 
 
Scout 2008 contains embedded licensed software.  Any modification of the Scout 2008 
source code may violate the embedded licensed software agreements and is expressly 
forbidden.   
 
The Scout 2008 software provided by the USEPA was scanned with McAfee VirusScan 
and is certified free of viruses. 
 
With respect to the Scout 2008 distributed software and documentation, neither the 
USEPA, nor any of their employees, assumes any legal liability or responsibility for the 
accuracy, completeness, or usefulness of any information, apparatus, product, or process 
disclosed.  Furthermore, the Scout 2008 software and documentation are supplied “as-is” 
without guarantee or warranty, expressed or implied, including without limitation, any 
warranty of merchantability or fitness for a specific purpose.   
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Acronyms and Abbreviations 
 

% NDs  Percentage of Non-detect observations 
ACL alternative concentration limit  
A-D, AD Anderson-Darling test 
AM arithmetic mean  
ANOVA Analysis of Variance  
AOC area(s) of concern 
B* Between groups matrix 
BC Box-Cox-type transformation 
BCA bias-corrected accelerated bootstrap method 
BD break down point 
BDL below detection limit 
BTV background threshold value 
BW Black and White (for printing) 
CERCLA Comprehensive Environmental Response, Compensation, and 

Liability Act 
CL compliance limit, confidence limits, control limits 
CLT central limit theorem  
CMLE Cohen’s maximum likelihood estimate 
COPC contaminant(s) of potential concern  
CV Coefficient of Variation, cross validation 
D-D distance-distance 
DA discriminant analysis 
DL detection limit  
DL/2 (t) UCL based upon DL/2 method using Student’s t-distribution 

cutoff value 
DL/2 Estimates estimates based upon data set with non-detects replaced by half 

of the respective detection limits 
DQO data quality objective 
DS discriminant scores 
EA exposure area 
EDF empirical distribution function  
EM expectation maximization  
EPA Environmental Protection Agency  
EPC exposure point concentration 
FP-ROS (Land) UCL based upon fully parametric ROS method using Land’s H-

statistic  
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Gamma ROS (Approx.) UCL based upon Gamma ROS method using the bias-corrected   
accelerated bootstrap method 

Gamma ROS (BCA) UCL based upon Gamma ROS method using the gamma 
approximate-UCL method 

GOF, G.O.F. goodness-of-fit 
H-UCL UCL based upon Land’s H-statistic 
HBK Hawkins Bradu Kaas 
HUBER Huber estimation method 
ID identification code 
IQR interquartile range  
K Next K, Other K, Future K 
KG Kettenring Gnanadesikan 
KM (%) UCL based upon Kaplan-Meier estimates using the percentile 

bootstrap method 
KM (Chebyshev) UCL based upon Kaplan-Meier estimates using the Chebyshev 

inequality 
KM (t) UCL based upon Kaplan-Meier estimates using the Student’s t-

distribution cutoff value 
KM (z) UCL based upon Kaplan-Meier estimates using standard normal 

distribution cutoff value 
K-M, KM Kaplan-Meier 
K-S, KS Kolmogorov-Smirnov  
LMS least median squares 
LN lognormal distribution 
Log-ROS Estimates estimates based upon data set with extrapolated non-detect 

values obtained using robust ROS method 
LPS least percentile squares 
MAD  

Median Absolute Deviation 
Maximum Maximum value 
MC minimization criterion 
MCD minimum covariance determinant 
MCL maximum concentration limit  
MD Mahalanobis distance 
Mean classical average value 
Median Median value 
Minimum Minimum value 
MLE maximum likelihood estimate 
MLE (t) UCL based upon maximum likelihood estimates using Student’s 

t-distribution cutoff value 
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MLE (Tiku) UCL based upon maximum likelihood estimates using the 
Tiku’s method 

Multi Q-Q multiple quantile-quantile plot 
MVT multivariate trimming 
MVUE minimum variance unbiased estimate 
ND non-detect or non-detects 
NERL National Exposure Research Laboratory 
NumNDs Number of Non-detects 
NumObs Number of Observations 
OKG Orthogonalized Kettenring Gnanadesikan 
OLS ordinary least squares 
ORD Office of Research and Development 
PCA principal component analysis 
PCs principal components 
PCS principal component scores 
PLs prediction limits 
PRG preliminary remediation goals 
PROP proposed estimation method 
Q-Q quantile-quantile  
RBC risk-based cleanup  
RCRA Resource Conservation and Recovery Act 
ROS regression on order statistics 
RU remediation unit 
S substantial difference 
SD, Sd, sd standard deviation 
SLs simultaneous limits 
SSL soil screening levels 
S-W, SW Shapiro-Wilk  
TLs tolerance limits 
UCL upper confidence limit  
UCL95, 95% UCL 95% upper confidence limit 
UPL upper prediction limit 
UPL95, 95% UPL 95% upper prediction limit 
USEPA United States Environmental Protection Agency  
UTL upper tolerance limit 
Variance classical variance  
W* Within groups matrix 
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WiB matrix Inverse of W* cross-product B* matrix 
WMW Wilcoxon-Mann-Whitney  
WRS Wilcoxon Rank Sum  
WSR Wilcoxon Signed Rank 
Wsum Sum of weights 
Wsum2  Sum of squared weights 
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Chapter 7 

Outliers and Estimates 
 
Outliers are inevitable in data sets originating from various applications.  There are many 
graphical (Q-Q plots, Box plots), classical (Dixon, Rosner, Welch, Max MD), sequential 
classical (Max MD, Kurtosis), and robust estimation and outlier identification methods 
(Biweight, Huber, MCD, MVE, MVT, OKG, PROP) available in the literature.  Classical 
outlier tests suffer from masking (e.g., extreme outliers may mask intermediate outliers) 
effects.  The use of robust outlier identification procedures is recommended to identify 
multiple outliers, especially when dealing with multivariate (having multiple 
contaminants) data sets.  Several univariate and multivariate (both classical and robust 
outlier identification methods (e.g., based upon Biweight, Huber, and PROP influence 
functions)) are available in this Scout software package.     
 

7.1 Univariate Outliers and Estimates 
For historical reasons and also for the sake of comparison, some simple classical outlier 
tests are also included in the Scout software package.  Specifically, the classical outlier 
tests (often cited in environmental literature), Dixon and Rosner, are available in Scout.  
For details, refer to ProUCL 4.00.04 Technical Guide.  Those classical tests may be used 
on data sets with and without non-detect observations.  For data sets with non-detects, 
two options are available in Scout to deal with data sets with outliers: 1) exclude non-
detects, and 2) replace NDs by DL/2 values.  Those options are used only to identify 
outliers and not to compute any estimates and limits used in the decision-making process.     

 
It is suggested that the classical (and also the robust procedures to be described later) 
outlier identification procedures be supplemented with graphical displays such as Q-Q 
plots, box-and-whisker plots (also called box plots), and interquartile range (IQR) plots 
(upper quartile, Q3, and lower quartile, Q1).  Those graphical displays are available in 
Scout.  Box plots with whiskers are sometimes used to identify univariate outliers (e.g., 
EPA 2006).  Typically, a box plot gives a good indication of extreme (outliers) 
observations that may present in a data set.  The statistics (lower quartile, median, upper 
quartile, and IQR) used in the construction of a box plot do not get distorted by outliers.  
On a box plot, observations beyond the two whiskers may be considered to be candidates 
for potential outliers.    
 
On a normal Q-Q plot, observations that are well separated from the bulk (central part) of 
the data typically represent potential outliers needing further investigation.  Moreover, 
significant and obvious jumps and breaks in a Q-Q plot (for any distribution) are 
indications of the presence of more than one population.  Data sets exhibiting such 
behavior on Q-Q plots should be partitioned out into component sub-populations before 
estimating various statistics of interest (e.g., prediction intervals, confidence intervals).    
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Dixon’s Test (Extreme Value Test). 

• Used to identify statistical outliers when the sample size is less than or equal 
to 25. 

 
• Used to identify outliers or extreme values in both the left tail (Case 1) and the 

right tail (Case 2) of a data distribution.  In environmental data sets, extremes 
found in the right tail may represent potentially contaminated site areas 
needing further investigation or remediation.  The extremes in the left tail may 
represent ND values. 

 
• Assumes that the data without the suspected outliers are normally distributed; 

therefore, it is necessary to perform a test for normality on the data without 
the suspected outliers before applying this test. 

 
• May suffer from masking in the presence of multiple outliers.  This means that 

if more than one outlier is suspected, this test may fail to identify all of the 
outliers.  Therefore, if you decide to use the Dixon’s test for multiple outliers, 
apply the test to the least extreme value first.    

 
Rosner’s Test.   

• Can be used to identify and detect up to 10 outliers in data sets of sizes 25 and 
higher. 

 
• Assumes that the data are normally distributed; therefore, it is necessary to 

perform a test for normality before applying this test. 
 

Depending upon the selected variables and the number of observations associated with 
them, either the Dixon’s Test or the Rosner’s Test will be performed.    

 
Biweight Estimates. 

• Based on the estimation methods of Mosteller and Tukey (1977), Kafadar 
(1981) and LAX (1985). 

 
MD-based test (Grubb’s Test) 

• This is the multivariate extension of the univariate test known as the Grubbs 
test.  It is based on the assumption of normality.  The generalized distances of 
the multivariate data are calculated and the observation with the distance 
greater than the critical value is expunged from the data set.  The test is 
iterated until no outliers are detected. 
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7.1.1 Dixon Test for Univariate Data 
1. Click Outliers/Estimates ► Univariate ►Dixon. 
 

 
 

2. The “Select Variables” screen (Section 3.2) will appear.    
 

• Select one or more variables from the “Select Variables” screen.    
 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• The default the number for suspected outliers is 2.  In order to use this test, 

the user has to obtain an initial guess about the number of outliers that 
may be present in the data set.  This can be done by using graphical 
displays such as a Q-Q plot.  On this graphical Q-Q plot, higher 
observations that are well separated from the rest of the data may be 
considered to be potential or suspected outliers. 

 
• Click on the “OK” button to continue or on the “Cancel” button to cancel 

the Outliers tests. 
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Output for Dixon Test. 
 

 
 

 

7.1.2 Rosner’s Test for Univariate Data 
1. Click Outliers/Estimates ► Univariate ►Rosner. 
 

 
 
2. The “Select Variables” screen (Section 3.2) will appear.    
 

• Select one or more variables from the “Select Variables” screen.    
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• If the results have to be produced by using a Group variable, then select a 
group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Options” button. 
 

 
 
• The default number for suspected outliers is “1.” In order to use this test, 

the user has to obtain an initial guess about the number of outliers that 
may be present in the data set.  This can be done by using graphical 
displays such as a Q-Q plot.  On this graphical Q-Q plot, higher 
observations that are well separated from the rest of the data may be 
considered to be potential or suspected outliers. 

 
• Click “OK” to continue or “Cancel” to cancel the Outliers tests. 
 

Output for Rosner Test. 
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7.1.3 MD-Based (Grubbs Test) Test for Univariate Data 
1. Click Outliers/Estimates ► Univariate ►MD-Based. 
 

 
 
2. The “Select Variables” screen (Section 3.2) will appear.    
 

• Select one or more variables from the “Select Variables” screen.    
 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on “Options.” 
 

 
 

• Click “OK” to continue or “Cancel” to cancel the Outliers tests. 
 
Output example: The data set “BRADU.xls” was used for the univariate MD-based 
(Grubbs) test.  The theoretical maximum MD at the selected critical alpha is calculated 
and compared to the maximum MD obtained from the data set. 
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Output for MD-Based Grubbs Test. 
 

 
 

 

7.1.4 Biweight Estimate for Univariate Data 
1. Click Outliers/Estimates ► Univariate ►Biweight. 
 

 
 
2. The “Select Variables” screen (Section 3.2) will appear.    
 

• Select one or more variables from the “Select Variables” screen.    
 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on “Options.” 
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• Click “OK” continue or “Cancel” to cancel the Outliers tests. 
 
Output example: The estimates of location and scale were computed using the Tukey’s 
bisquare function and the Kafadar biweight function. 
 
 
 
 
Output for Biweight Estimates. 
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7.2 Robust Estimation and Identification of Multiple 
Multivariate Outliers 

A myriad of classical and robust outlier identification procedures are available in the 
literature.  Most of procedures covering about the last three decades of research in the 
area of robust estimation and outlier identification methods have been incorporated in 
Scout.  For the sake of comparison and completeness, some classical methods are also 
available in Scout.  A list of articles covering some of those research procedures is 
provided in the references. 
Several formal graphical method comparison tools have been incorporated in Scout.  
Specifically, in both the outlier module and the Regression module, the user can pick 
several methods and Scout will produce graphical comparison displays of those methods.  
Some examples illustrating those methods are included in the User Guide.  Several 
benchmark data sets from the literature have been used throughout this user guide.    

 
7.2.1 Classical Outlier Testing 
Due to historical importance (Wilk (1963)) and for the sake of completeness, classical 
outlier methods have also been incorporated in Scout.  The Classical outlier module 
offers two tests for discordances: multivariate kurtosis and Mahalanobis distances 
(sometimes called generalized distances).  Multivariate kurtosis is also useful as a test for 
deviation from normality in one or more dimensions.  Both of those tests assume that the 
data represent a random sample from a multivariate (p-dimensional, p ≥ 1) normal 
population. 
 
7.2.1.1 Mahalanobis’ Distances  
The classical Mardia's multivariate kurtosis (Mardia 1970, 1974, and Schwager and 
Margolin 1982) outlier (and multinormality) test and the MD test (Ferguson 1961a, 
1961b and Barnett and Lewis 1994) have been incorporated into Scout.  The generalized 
distance (MD-based) test is a multivariate extension of a univariate Grubb's test (Grubbs 
1950).  Scout also computes robustified multivariate kurtosis, skewness, and the largest 
MD.  As can be seen below, outliers have a huge influence (impact) on those statistics.    
 
 
1. Click Outliers/Estimates ► Multivariate ► Classical ► Max MDs. 
 

 
 
2. The “Select Variables” screen (Section 3.4) will appear.    
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• Select two or more variables from the “Select Variables” screen.    
 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.  

   
• Click on “Options.” 
 

 
 

 
• Select the required “Critical Alpha” and click “OK” to continue or 

“Cancel” to cancel the Outliers tests. 
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Output for Max MDs test for outliers. 
Data Set used: Bradu (From Hawkins Kaas, and Bradu, 1984 article). 
 

 
 
Result: Observations 11, 12, 13, and 14 were identified as outliers.  The classical method with a classical 
start could not identify the first 10 observations as outliers. 

 

7.2.1.2 Multivariate Kurtosis 
Mardia's multivariate kurtosis is an extension of the univariate kurtosis and, thus, may 
also be used as a univariate outlier test.  Multivariate kurtosis is also used to test 
multivariate normality. 
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Those tests, as incorporated in Scout, are sequential (repeated, without using any 
previously identified discordant values).  The process stops when no further outliers are 
found.  For the multivariate kurtosis test, the discordant observation identified is that 
point which has the largest generalized distance from the sample classical mean vector.    
 
1. Click Outliers/Estimates ► Multivariate ► Classical ► Kurtosis. 
 

 
 
2. The “Select Variables” screen (Section 3.4) will appear.    
 

• Select two or more variables from the “Select Variables” screen.    
 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on “Options.” 
 

 
 

• Select the required “Critical Alpha” and click on “OK” to continue or 
“Cancel” to cancel the Outliers tests. 
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Output for Kurtosis test for outliers. 
Data Set used: Bradu. 
 

 
 
Result: Once again, only the observations 11, 12, 13, and 14 were identified as outliers.  The other 10 
outliers could not be identified due to masking effects. 
 

7.2.1.3  Identifying Causal Variables 
Once an outlier test has been performed, the user may wish to identify the variables (if 
any) which are responsible for each discordant observation.  This can be done by 
selecting the "Causal Variables" option from the pull-down menu.  However, there are 
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several other methods (e.g., Q-Q plot of individual variables, bivariate scatter plot with 
tolerance ellipsoid) available in Scout that can also be used to identify variables that 
might cause an observation to be an outlier.  The details of this classical method can be 
found in (Garner, et al. (1991a and 1991b).  This method retests each discordant 
observation with one variable excluded at a time.  Thus, each discordant observation is 
tested p times using all subsets of p-1 of the variables.  A variable is listed as causal only 
if absence of that variable prevents rejection of the outlier.  Although this procedure is 
based on iterations of rigorous tests of hypothesis, the user should consider its results 
only as general guidance and not as definitive proof of the cause.  This method also 
requires some additional research.    
 
1. Click Outliers/Estimates ► Multivariate ► Classical ► Casual ► Distances 

or Kurtosis. 
 

 
 
2. The “Select Variables” screen (Section 3.4) will appear.    
 

• Select two or more variables from the “Select Variables” screen.    
 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on “Options.” 
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• Select the required “Critical Alpha” and click “OK” to continue 
“Cancel” to cancel the Causal test. 
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Output for Causal Variables using the MD test for outliers. 
Output for MD test for outliers. 
Data Set used: Bradu. 
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Results: Observations 14, 12, 11 and 13 are identified as outliers with variable “x2” in 14, variable “y” in 
12, variable “y” in 11 and all variables in observation 13 as potential causal variables.  The predicted value 
is obtained by using regression with the causal variable as the dependent variable and other variables as the 
independent variables. 
 
 
Output for Causal Variables using the Kurtosis test for outliers. 
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7.2.2 Robust Outlier Testing 
Detection of multiple (one or more) anomalies in multivariate data sets is a complex 
problem.  Considerable research has been performed on this topic.  Many classical and 
robust outlier identification methods have been developed since early 1970s.  
Mahalanobis distances (MDs or Mds) play the key role in identifying the outlying 
observations.  As is well known, multiple outliers tend to influence the estimates (even 
robust estimates) of the means, variances, covariances, and the MDs significantly.  
Therefore, the MDs get distorted by the same observations that they are supposed to find. 
 
In an effort to identify the best possible method(s) to identify outliers, the developers of 
Scout considered several classical as well as robust outlier identification and robust 
estimation methods.    
 
Scientists dealing with the multivariate data realize that there is no substitute for the 
graphical display of their data.  Therefore, the developers of Scout have put extra 
emphasis on formal graphical displays of multivariate data sets.  The Scout outlier 
module offers the following methods to identify outliers in multivariate data sets. 
 

• Classical (using the Max MD as proposed by Wilks in 1963) 
• Sequential Classical 
• Huber 
• Extended Minimum Covariance Determinant (MCD) 
• Proposed (PROP) 
• Multivariate Trimming (MVT) 
 

The critical values used for the Max MD statistics are obtained using the Bonferroni 
inequality and the scaled beta distribution: (n-1)*(n-1) Beta (p/2,(n- p-1)/2)/n of MDs.  
Often, because of the computational ease, an approximate chi-square distribution with p 
degrees of freedom is used for the distribution of MDs.  The difference between the two 
options is significant, especially when the dimensionality, p, is large (p = 4 is large 
enough for the sample of size n = 100).  For details, one can refer to Singh (1993).  For 
comparison sake, both distributional options have been incorporated into Scout. 
 
All of the outlier methods listed above (except for the classical method) are iterative.  The 
MCD method (Rousseeuw and Van Driessen (1999)) has been extended to accommodate 
other options.  For example, instead of obtaining the MCD by minimizing the 
determinant of a covariance matrix based upon h = [(n+p+1/2)] observations, one can 
choose other values for h.  The objective is to find “real and only real outliers,” and not to 
identify outliers using the maximum break down point option.  The multivariate trimming 
(MVT) method (Devlin, S.J, et al. (1981)) is also available in Scout to identify outliers. 
 
The Huber and PROP methods represent M-estimation methods based upon the Huber 
(Huber, 1981) influence function and the PROP (Singh, 1993) influence function, 
respectively.  The iterative process reduces the influence of potential outliers iteratively.  
This is especially true for the PROP influence function.  The convergence is normally 
achieved in less than 10 iterations.  A default of 20 iterations is used in the Scout 
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software.  In those iterative procedures, initial estimates of the population mean vector 
and the variance covariance matrix are required.  Several initial estimate methods are 
available in Scout.  Specifically, classical maximum likelihood estimates (MLEs) and 
various robust estimates (e.g., median, MAD or IQR; median, OKG; median, KG; and 
MCD) are available as initial start estimates.  The use of robust initial estimates is 
recommended for improved and more resistant estimators of the population parameters at 
the final iteration.  The use of the PROP influence function with an initial robust start 
(e.g., OKG estimate of covariance matrix) seems to be very effective in identifying 
multivariate outliers and computing robust and resistant estimates of the mean vector and 
the covariance matrices. 
 

1. The sequential classical method performs the classical procedure (with a classical 
initial start) by iteratively removing outliers at each iteration.  The MDs are 
compared to the Max (MD) critical value (e.g., for α = 0.1).  That is, there is a 
hard rejection point (= Max (MD)) for outliers.  This procedure suffers from 
masking effects when multiple outliers are present.  This masking effect can be 
reduced if an initial robust start is chosen instead of the classical initial start.  This 
is illustrated in the graphical comparison section in the following. 

 
2. The Huber procedure uses the Huber influence function (Huber 1981) which 

assigns unit weight to the observations coming from the central part of the 
distribution and reduced weight coming from the tails of the underlying 
distributions.  However, outliers always leave some influence on Huber estimates. 

 
3. The MCD method uses the minimum covariance determinant (MCD) method of 

Rousseeuw and Leroy (1987).  Its objective is to find a set of observations in the 
data set whose covariance matrix has the lowest determinant.  The fast algorithm 
to compute the minimum covariance determinant estimator has been incorporated 
into Scout. 

 
4. The PROP procedure uses a smooth redescending influence function and uses the 

cut-off points from the distribution of the MDs.  Both options, the Beta 
distribution and the chi-square distribution, are available in Scout.  The use of 
beta distribution is recommended.  Using this influence function, the extreme 
outliers coming from the tails of the contaminating distribution get almost 
negligible weights.  This procedure provides an automatic way of dealing with the 
outlying observations present in a multivariate data set.  A tuning constant, “c,” 
can be used to make the influence function more resistant to outliers.  In most 
applications, c = 1 works very well.  However, when proportion of discordant 
observations increases, smaller values of c (< 1.0) are recommended.  This 
procedure also works very effectively in estimating the principal components 
(PCs), including the low variance PCs.  Probability plots of the PCs based upon 
this influence function are good enough to reveal all kinds of outliers, including 
those which might be inflating variances and covariances inappropriately and 
those which might be violating the correlation structure imposed by the bulk of 
the data. 
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5. Robust procedures based upon multivariate trimming (MVT) often work well in 

estimating the robust PCs and revealing discordant observations.  A fixed 
proportion, p (0.05, 0.1, 0.2 etc.), of the observations with the largest values of 
MDs is temporarily set aside and the estimates of the mean vector and variance 
covariance matrix are recomputed based on the remaining n (1 - p) observations.  
This iterative procedure, which requires computations of those MDs at each step, 
stops as soon as the desired degree of accuracy has been achieved.    

 
As mentioned before, another important aspect of robust outlier detection is obtaining an 
initial estimate to start the iterative robust procedures.  Scout provides several procedures 
to compute the initial estimates of the mean vector and the covariance matrix: 
 

• Classical 
• Sequential Classical 
• Robust Median/MAD 
• OKG (Orthogonalized Kettering Gnanadesikan, Maronna-Zamar, 2002) 
• KG (Kettering Gnanadesikan, 1972) 
• MCD 

 
The classical method uses the mean vector and the variance-covariance matrix as the 
initial estimate. 
 
In the outlier module, the sequential classical method computes mean vector and the 
covariance matrix iteratively by removing outliers (observations exceeding the Max 
(MD) at each iteration. 
 
The Robust Median/MAD (Median Absolute Deviation) method uses the median vector 
as the initial estimate of the location vector.  For the dispersion matrix, the classical 
variance covariance matrix is used, but the diagonal elements are replaced by the simple 

robust estimate of the variance, given by
2

6745.0
⎟
⎠
⎞

⎜
⎝
⎛ MAD . 

 
If the MAD is equal to (or approximately equal to) 0 (as in Fisher’s Iris data set), then the 

diagonal elements are replaced by the respective,
2

355.1
⎟
⎠
⎞

⎜
⎝
⎛ IQR , where IQR is computed 

separately for each variable.  This is called the IQR fix in Scout. 
 
The OKG (Orthogonalized Kettering Gnanadesikan) method uses the median vector as 
the initial estimate of the location vector.  In practice, such a KG covariance matrix may 
not be positive definite (can yield even negative eigen values).  The dispersion matrix of 
the Kettering Gnanadesikan can be orthogonalized using the procedure described by 
Maronna and Zamar (2002) to get a positive definite dispersion matrix.  This procedure is 
also available in Scout. 
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For the MCD method, the objective is to find a subset of some specified size, h 
(n/2≤h≤n), which will minimize the determinant of the covariance matrix based upon that 
subset of size h.  The subset of size h minimizing the determinant of the covariance 
matrix is termed as the best subset.  The positive integer, h, is known as coverage or half 
sample.  The most commonly used and default value of h is [(n+p+1)/2] = largest integer 
contained in (n+p+1)/2.   
 
The BD point of an MCD estimate is given by the fraction (n-h+1)/n.  There is a direct 
relation between the coverage value, h, and the BD point of the MCD estimates.  Higher 
values of h yield estimates with the lower BD point.  The use of the default value of 
coverage, h, roughly identifies the optimal (~ about 50%) number of outliers. 
 
The MCD method can also be used to obtain the initial robust estimates of the location 
and scatter matrix. 
 

7.2.2.1 Sequential Classical 
1. Click Outlier/Estimates ► Multivariate ► Robust ►Sequential Classical. 
 

 
 
2. The “Select Variables” screen will appear (Section 3.4). 
 

• Select the variables from the screen. 
 

• If various groups are available and the analysis is to be done for those groups, 
then group variables can be selected from the drop-down list by clicking on 
the arrow below the “Group by Variable” button. 

 
• Click the “Options” button for various options. 
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o Specify if the correlation matrix of the final robust estimate is to be 
displayed or not.  The default option is “Do Not Display.” 

 
o Specify the number of iterations to be computed. The default is “10.” 
 
o Specify if the intermediate iterations be displayed or not. The default is 

“Do not display.” 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click the “Graphics” button for the graphics options and check the three 

check boxes to get the following screen. 
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o Specify the “Title for Index MD Plot.” This is an index plot of the 
robust distances obtained using the sequential outlier estimates. 

 
o Specify the “Title for Distance-Distance Plot.” This is a plot of the 

classical Mahalanobis against the robust distances obtained using the 
sequential outlier estimates. 

 
o Specify the “Title for Q-Q MD Plot.”  Select the distribution required 

for the “Q-Q Plot” and the “Graphics Critical Alpha” for identifying 
the outliers. 

 
Note: The “Graphics Critical Alpha” should match the “Critical Alpha” from the 
Options Multivariate Robust Sequential Classical window to obtain the same 
outliers.  The user should type suitable titles related to the data set. 
 

o Click “OK” to continue or “Cancel” to cancel the options. 
 

• Click “OK” to continue or “Cancel” to cancel the sequential classical 
procedure. 

 
Output example: The data set “BRADU.xls” was used for Sequential Classical.  The 
outliers are removed (down weighted from 1 to 0) at the end of each iteration and the 
location and scale estimates are calculated at the end of each iteration.   
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Output for Sequential Outliers method. 
Data Set used: Bradu. 
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Output for Sequential Outliers method (continued). 
 

 
 

(The complete output table is not shown.) 
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Output for Sequential Outliers method (continued). 
 

 
 

Results: Four (4) observations (11, 12, 13 and 14), with squared distances greater than the Max (squared 
MD), were given zero (0) weights (hard rejection) and were considered to be outliers. 
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Graphical Output for Sequential Outliers method (continued). 
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Graphical Interpretation: The observations between the “Warning (Individual MD) Limit” and 
“Maximum (Largest MD) Limit” lines represent borderline outliers and may require further investigation.  
The Warning Limit represents the critical value from the scaled beta distribution of the MDs at a specified 
level of significance (here, 0.95), and the Maximum (Largest MD) Limit represents the critical value of the 
Max (MD) obtained using the Bonferroni inequality (details in Singh, 1993).    
 

7.2.2.2 Huber 
1. Click Outlier/Estimates ► Multivariate ► Robust ►Huber. 
 

 
 
 
2. The “Select Variables” screen will appear (Section 3.4). 
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• Select the variables from the screen. 
 
• If various groups are available and an analysis is to be done for those groups, 

then group variables can be selected from the drop-down list by clicking on 
the arrow below the “Group by Variable” button. 

 
• Click the “Options” button for various options. 

 

 
 

o Specify the “Initial Estimates” to start the Huber iterative procedure.  
The default is “OKG (Maronna Zamar).” 

 
o Specify the distribution for the Mahalanobis distances in the “MDs 

Distribution.” The default is “Beta.” 
 
o Specify the “Critical Alpha,” the cutoff for outliers.  The default is 

“0.05.” 
 
o Specify the “Number of Iterations.” The default is “10.” 

 
o Specify the “Influence Function Alpha” for the Huber weighting 

process.  The default is “0.05.” 
 
o Specify “Correlation R Matrix.” The default is “Do Not Display.” 
 
o Specify “Intermediate Iterations.” The default is “Do Not Display.” 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click the “Graphs” button for various options. 
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o Specify the “Title for Index MD Plot.” This is an index plot of the 
robust distances obtained using the Huber estimates. 

 
o Specify the “Title for Distance-Distance Plot.” This is a plot of the 

classical Mahalanobis against the robust distances obtained using the 
Huber estimates. 

 
o Specify the “Title for Q-Q MD Plot.” Select the distribution required 

for the “Q-Q Plot” and the “Graphics Critical Alpha” for identifying 
the outliers. 

 
Note: The “Graphics Critical Alpha” should match the “Critical Alpha” from the 
Multivariate Outlier Options window to obtain the same outliers. 
 

o Click “OK” to continue or “Cancel” to cancel the options. 
 

• Click “OK” to continue or “Cancel” to cancel the Huber procedure. 
 
 
Output example: The data set “BRADU.xls” was used for the Huber method.  It has 75 
observations and four variables.  The initial estimates of location and scale for each group 
were the median vector and the scale matrix obtained from the OKG method.  The 
outliers were found using the Huber influence function and the observations were given 
weights accordingly.  The weighted mean vector and the weighted covariance matrix 
were then calculated. 
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Output for Huber outliers method. 
Data Set used: Bradu. 
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Output for Huber outliers method (continued). 
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Output for Huber outliers method (continued). 
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Output for Huber outliers method (continued). 
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Output for Huber outliers method (continued). 
 

 
 
Results: Four (4) observations (11, 12, 13 and 14), with squared distances greater than the squared MD 
17.43, were given weights between 0 and 1 (soft rejection) and were considered to be outliers.  Note that 
due to masking effects, the Huber method did not identify the remaining 10 outliers present in this data set. 
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Graphical Interpretation: Observations (if any) between the “Warning (Individual MD) Limit” and 
“Maximum (Largest MD) Limit” lines may require further investigation.  Those observations have 
reduced weights between 0 and 1. 
 

7.2.2.3 Extended MCD 
1. Click Outlier/Estimates ► Multivariate ► Robust ►Extended MCD. 
 

 
 
2. The “Select Variables” screen will appear (Section 3.4). 
 

• Select the variables from the screen. 
 

• If various groups are available and analysis is to be done for those groups, 
then group variables can be selected from the drop-down list by clicking on 
the arrow below the “Group by Variable” button. 

 
• Click the “Options” button for various options. 

 

 
 

o When all of the checkboxes are checked in the “MCD Options,” the 
options window looks like the one above. 
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o “Initial Subset Strategy”: this is used to specify the size of the initial 
subsets.  It can be equal to the number of variable plus 1 (p + 1) or of 
size equal to h, the number of non-outliers. 

 
o Specify the “Initial Subset Strategy.”  The default is “Size = p+1.” 

 
o “Adjust “h” Value”: this is used to specify the number of non-

outliers.  It can be equal to n p+ +1
2  or a percentage. 

Specify the Adjust “h” Value.  The default is “ n p+ +1
2 .” 

 
o “Adjust Initial/Final Subsets”: this is used to specify the number of 

elemental subsets of size “p+1” or “h” to be used to start the C-Step 
operations of the MCD algorithm and the number of subsets with the 
lowest determinant of the scatter matrix to be retained to continue C-
Steps until convergence. 

 
o Specify the “Adjust Initial/Final Subsets.”  The defaults are “10” and 

“500” respectively. 
 

o Click “OK” to continue or “Cancel” to cancel the options. 
 

• Click the “Graphs” button for various options.  
 

 
 

o Specify the “Title for Index MD Plot.” This is an index plot of the 
robust distances obtained using the MCD estimates. 

 
o Specify the “Title for Distance-Distance Plot.” This is a plot of the 

classical Mahalanobis against the robust distances obtained using the 
MCD estimates. 

 
o Specify the “Title for Q-Q MD Plot.”   
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o Click “OK” to continue or “Cancel” to cancel the options. 
 

• Click “OK” to continue or “Cancel” to cancel the MCD procedure. 
 
Output example: The data set “BRADU.xls” was used for the MCD method.  It has 75 
observations and four variables.  The MCD estimates of location and scale were obtained 
using the best “h” subset.  Then this scale estimate was adjusted for multi-normality.  
Using this estimate, outliers were obtained and weighted (hard weighting) accordingly.  
The weighted mean vector and the weighted covariance matrix were then calculated. 
 
Output for MCD outliers method. 
Data Set used: Bradu. 
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Output for MCD outliers method (continued). 
 

 
 

 
 
 
 
 
 
 



 263

Output for MCD outliers method (continued). 
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Output for MCD outliers method (continued). 
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Output for MCD outliers method (continued). 
 

 
 



 266 

Output for MCD outliers method (continued). 
 

 
 

 
Results: Fourteen (14) observations (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13 and 14), with squared distances 
greater than the Max squared MCD MDs, were given a weight of zero (0) (hard rejection) and were 
considered to be outliers.  Also, note the large value of the MCD kurtosis. 
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Output for MCD outliers method (continued). 
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Graphical Interpretation: The observations greater than “the chi-square (0.975)” line may be considered 
to be potential outliers.  Those observations have weights of zero (0).  To be consistent with the literature, 
on the graphs generated for MCD method, chi-square quantiles (and not beta quantiles) have been used.    

 

7.2.2.4 MVT 
1. Click Outlier/Estimates ► Multivariate ► Robust ►MVT. 
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2. The “Select Variables” screen will appear (Section 3.4). 

 
• Select the variables from the screen. 

 
• If various groups are available and an analysis is to be done for those groups, 

then group variables can be selected from the drop-down list by clicking on 
the arrow below the “Group by Variable” button. 

 
• Click the “Options” button for various options. 

 

 
 

o Specify the “Select Initial Estimates” to start the Huber iterative 
procedure.  The default is “OKG (Maronna Zamar).” 

 
o Specify the distribution for Mahalanobis distances in the “MDs 

Distribution.” The default is “Beta.” 
 
o Specify the “Critical Alpha,” the cutoff for outliers.  The default is 

“0.05.” 
 
o Specify the “Select Number of Iterations.” The default is “10.” 
 
o Specify the “MVT Trimming Percentage” for the trimming process.  

The default is “0.05.” 
 
o Specify whether or not to display the “Correlation R Matrix.” The 

default is “Do Not Display.” 
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o Specify the “Intermediate Iterations.” The default is “Do Not 
Display.” 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click the “Graphs” button for various options. 
 
 

 
 

 
o Specify the “Title for Index MD Plot.” This is an index plot of the 

robust distances obtained using the MVT estimates. 
 
o Specify the “Title for Distance-Distance Plot.” This is a plot of the 

classical Mahalanobis against the robust distances obtained using the 
MVT estimates. 

 
o Specify the “Title for Q-Q MD Plot.” 

 
o Select the distribution required for the “Q-Q Plot” and the “Graphics 

Critical Alpha” for identifying the outliers. 
 

Note: The “Graphics Critical Alpha” should match the “Critical Alpha” from the 
Multivariate Outlier Options window to obtain the same outliers. 
 

o Click “OK” to continue or “Cancel” to cancel the options. 
 

• Click “OK” to continue or “Cancel” to cancel the MVT procedure. 
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Output example: The data set “BRADU.xls” was used for the Huber method.  It has 75 
observations and four variables.  The initial estimates of location and scale for each group 
were the median vector and the scale matrix obtained from the OKG method.  The 
outliers were found using the Huber influence function and the observations were given 
weights accordingly.  The weighted mean vector and the weighted covariance matrix 
were then calculated. 
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Output for MVT outliers method. 
Data Set used: Bradu. 
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Output for MVT outliers method (continued). 
 

 
 



 274 

Output for MVT outliers method (continued). 
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Output for MVT outliers method (continued). 
 

 
 

Results: Seven (7) (= 10% of 75) observations (4, 7, 9, 11, 12, 13 and 14), with squared distances greater 
than the Max (squared MD), were each given a zero (0) weight (hard rejection) and were considered to be 
outliers.  In order to identify all of the 14 outliers, one has to use higher trimming percentages, such as 
20%. 
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Output for MVT outliers method (continued). 
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Output for MVT outliers method (continued). 
 

 
 
Graphical Interpretation: As before, the observations between the “Warning (Individual MD) Limit” 
and “Maximum (Largest MD) Limit” lines may also represent potential outliers. 
 
Note: Many times in practice, depending upon the trimming percentage value, this method may assign “0” 
weights (may find more outliers than actual outliers present in the data set) to some non-outlying 
observations with MDs smaller than the Max (MDs). In order to overcome this problem, at the final 
iteration, Scout compares the MVT MDs with the critical value Max (MDs), and the observations with MDs 
less than the critical value Max (MDs) are reassigned full unit weight. Estimates of the mean vector and the 
covariance matrix are then recomputed. 
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7.2.2.5 PROP 
1. Click Outlier/Estimates ► Multivariate ► Robust ►PROP. 
 

 
 
2. The “Select Variables” screen will appear (Section 3.4). 
 

• Select the variables from the screen. 
 

• If various groups are available and an analysis is to be done for those groups, 
then group variables can be selected from the drop-down list by clicking on 
the arrow below the “Group by Variable” button. 

 
• Click the “Options” button for various options. 
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o Specify the initial estimates listed in the “Select Initial Estimates” to 
start the PROP iterative procedure.  The default is “OKG (Maronna 
Zamar).” 

 
o Specify the distribution for the Mahalanobis distances in the “MDs 

Distribution.” The default is “Beta.” 
 
o Specify the “Critical Alpha,” the cutoff for outliers.  The default is 

“0.05.” 
 
o Specify the “Select Number of Iterations.” The default is “10.” 

 
o Specify the “Influence Function Alpha” for the Huber weighting 

process.  The default is “0.05.” 
 
o Specify whether or not to display the “Correlation R Matrix.” The 

default is “Do Not Display.” 
 
o Specify “Intermediate Iterations.” The default is “Do Not Display.” 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click the “Graphs” button for various options. 

 

 
 

o Specify the “Title for Index MD Plot.” This is an index plot of the 
robust distances obtained using the PROP estimates. 
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o Specify the “Title for Distance-Distance Plot.” This is a plot of the 
classical Mahalanobis against the robust distances obtained using the 
PROP estimates. 

 
o Specify the “Title for Q-Q MD Plot.” 

 
o Select the distribution required for the “Q-Q Plot Options” and the 

“Graphics Critical Alpha” for identifying the outliers. 
 
Note: The “Graphics Critical Alpha” should match the “Critical Alpha” from the 
outlier Multivariate Outlier Options window to obtain the same outliers. 
 

o Click “OK” to continue or “Cancel” to cancel the PROP procedure. 
 

• Click “OK” to continue or “Cancel” to cancel the computing. 
 
 
Output example: The data set “BRADU.xls” was used for the PROP method.  It has 75 
observations and four variables.  The initial estimates of location and scale for each group were 
the median vector and the scale matrix obtained from the OKG method.  The outliers were found 
using the PROP influence function and the observations were given weights accordingly.  The 
weighted mean vector and the weighted covariance matrix were then calculated. 
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Output for PROP outliers method. 
Data Set used: Bradu 
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Output for PROP outliers method (continued). 
 

 
 



 283

Output for PROP outliers method (continued). 
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Output for PROP outliers method (continued). 
 

 
 



 285

Output for PROP outliers method (continued). 
 

 
 
Results: Fourteen (14) observations (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, and 14), with squared distances 
greater than the Max (squared MD), were each assigned an almost zero (0) weight (soft rejection) and may 
be considered to be outliers.  Another observation (#53) also received a reduced (<1) weight.    
 
Note: PROP estimates with or without the 14 outliers are in close agreement with the classical estimates 
without the 14 outliers. 
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Graphical Interpretation: the observations (e.g., #53) between the “Warning (Individual MD) Limit” 
and the “Maximum (Largest MD) Limit” received a reduced (<1) weight. 
 
Note 1: If the initial estimate of the covariance matrix is not positive definite, then a warning message (in 
orange) is displayed, so that one of the other options, which yields a positive definite covariance matrix, 
can be selected.  This is illustrated as follows. 
 
 
 
Data Set used: Stackloss. 
Select Initial Estimates: Robust MAD/Median. 
 

 
 
Note 2: If any of the elements of the MAD/0.6745 vector is less than 10-5, then a fix, called the IQR Fix, is 
used. In such cases, the variability measure, MAD/0.6745, is replaced by IQR/1.355.  This is illustrated as 
follows. 
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7.2.3 Method Comparisons 
The Method Comparison module (available in the Outliers/Estimates drop-down menu) is 
a formal graphical method of comparing various classical and robust outlier identification 
methods incorporated in Scout.  Specifically, selected classical and robust prediction and 
tolerance ellipsoids (contour ellipses) are drawn on two-dimensional scatter plots of 
selected variables.  The main objective of this module is to compare the effectiveness of 
the various outlier methods included in Scout.    
 
Those contour plots are displayed at the same two levels as the horizontal lines (warning 
limit and maximum limit) displayed on the Q-Q Plots of the MDs.  The individual (Indv-
MD) contour (prediction ellipsoid) corresponds to the inner ellipsoid given by the 
probability statement:  

( ) ( )p d di ind
2 2 1≤ ≤ − α ;  i = 1, 2, …, n. 

 
The Simultaneous (Max-MD) outer contour ellipsoid corresponds to a tolerance ellipsoid 
given by the probability statement: 

( ) ( )p d di
b2 1≤ ≤ −α α ;  i = 1, 2, …, n 

 
For details, refer to Singh (1993), and Singh and Nocerino (1995).  The plots based upon 
the classical MDs accommodate outliers as a part of the same population and often fail to 
identify all of the outliers present in the data set.  The outlying observations are more 
prominent on the contour plots obtained using robustified distanced and estimates.  
Observations falling outside the outer ellipse (tolerance ellipsoid) are outliers; whereas, 
the observations lying between the inner (prediction ellipsoid) and the outer ellipses may 
be also represent potential outliers. 
 
If the data set is categorized by a group column, then the contour ellipses (prediction or 
tolerance ellipsoids) can be drawn separately for each of the groups included in the data 
set.  The plots shown here are obtained using some well-known data sets. 
 

• Click Outlier/Estimates ► Multivariate ► Robust ►Method Comparison. 
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• The following variable selection screen appears. 
 

 
 

• Specify the variable for Y-axis under “Select Y Axis Variable.” 
 
• Specify the variable for X-axis under “Select X Axis Variable.” 
 
• Specify the group variable in the “Select Group Variable” drop-down if a 

group variable is present in the data set. 
 
• Click on “Options” to get the following window. 

 



 291

• Click the “Simultaneous/Individual” radio button in the “Classical Contour 
Plots” box.  Click “OK” to continue or “Cancel” to cancel the options window. 

 
 
 
Data Set used: Bradu.  Both classical prediction and simultaneous ellipsoids are drawn. 
 

 
 

• Open the options window and uncheck the “Classical” option in the “Select 
Ellipse(s)” box. 

 
• Click the “Simultaneous/Individual” radio button in the “Robust Contour 

Plots” box.    
 

• Specify any of the estimation methods from the “Select Estimation Method(s)” 
box; e.g., PROP.    

 
• Specify the preferred “Robust Cutoff Critical Alpha,” “Select Initial 

Estimates,” “Select Number of Iterations,” “MDs Distribution” and 
“Influence Alpha.” Click “OK” to continue for the graph. 
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Data Set used: Bradu.  Both inner and outer ellipsoids are drawn using the PROP method. 
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• Comparing various robust methods. 
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Data Set used: Bradu 
 

 
 

Sequential Classical (with robust OKG initial start); the PROP and MCD ellipses overlap each other. 
Note: The “Select Initial Estimates,” “MDs Distribution,” “Number of Iterations” and “Robust Cutoff” 
remain the same for the sequential classical, Huber, PROP and MVT methods. 
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Data Set used: Star Cluster. 
 

 
 
Note: In this example, all of the methods (including the Huber method), except for the classical method, 
identified the four main outliers present in the data set.    
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Data Set used: Stackloss. 
 

 
 
 

• Example with Group variable in the variable selection screen. 
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o Check “By Group” in the “Ellipse Grouping” box and uncheck “All 
Data.” 

 
o Click on the “By Group Designation” radio button in the “Label 

Individual Points” box. 
 
o Specify the preferred contour plots and the estimation methods. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
 
 
Data Set used: Fulliris (Fisher 1936 data set with 3 species). 
 

 
 

Note: The user may select all of the options available in the options window.  But, this selection will result 
in a busy (with overlapping ellipses) and cluttered graph which is difficult to understand.  The user should 
select useful options from all available options. 
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Data Set used: Fulliris (Fisher 1936 data set with 3 species). 
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Chapter 8 

QA/QC 
 
Issues related to the reliability of data are often grouped under the general heading of 
"quality assurance and quality control" (QA/QC), a description that captures the idea that 
data quality can not only be documented but can also be controlled through appropriate 
practices and procedures. Even with the most stringent and costly controls, data will 
never be perfect: errors are inevitable as samples are collected, prepared and analyzed. 
 
One goal of QA/QC is to quantify these errors so that subsequent statistical analysis and 
interpretation can take them into account. A second goal is to monitor the errors so that 
spurious or biased data can be recognized and, if possible, corrected. A third goal is to 
provide information that can be used to improve sampling practices and analytical 
procedures so that the impact of errors can be minimized. Scout offers QA/QC methods 
for data with and without non-detects. Kaplan-Meier (KM) estimates of mean and 
standard deviation are used for data with non-detects. 
 
Scout also allows the user to test the behavior of “Site/Test” data against 
“Background/Training” data. In this module the statistics and estimates are computed 
using the “Background/Training” data and then graphs and the charts are produced for 
the whole data set which is inclusive of “Background/Training” data and “Site/Test” data. 
The important requirement for this module is that there should be a column which 
indicates the various groups which can be considered as the “Site/Test” data. 
 

8.1 Univariate QA/QC 
 
Scout offers several univariate procedures to achieve the goals specified above. They 
include Q-Q Plots with Limits, Interval Graphs and Control Charts. Classical and robust 
methods have been incorporated in this module. 
 
8.1.1 No Non-detects 
 
8.1.1.1 Q-Q Plots with Limits 
 
1. Click on QA/QC ► Univariate ► No NDs ► Q-Q Plots with Limits. 
 

 
 

2. The “Select Variables” screen (Section 3.4) will appear. 
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• Click on the “Options” button for the options window. 

 

 
 

o Specify the method for computing the quantiles in “Select 
Methods.”  The default method is “PROP.” 

 
o The robust methods need various input parameters like 

“Influence Alpha” or “Trimming Percentage,” “Initial 
Estimates,” “MDs Distribution,” and “# Iterations.” 

 
o Specify the “Critical Alpha for Limits” for identifying the 

outliers.  Default is “0.05.” 
 

o Specify the quantiles for the X-axis using the “Select 
Quantiles” option and options for displaying the regression 
lines. 

 
o Click “OK” to continue or “Cancel” to cancel the options. 
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• Click on “OK” to continue or “Cancel” to cancel the Q-Q Plots with 
limits. 

 
 
Output example: The data set “Bradu.xls” was used for the Q-Q Plot.  The options used 
were the default options. 
 

 
 

Note: The observations outside the simultaneous limits are considered as outliers.  
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8.1.1.2 Interval Graphs 

8.1.1.2.1 Compare Intervals 
 
1. Click on QA/QC ► Univariate ► No NDs ► Interval Graphs ►Prediction, 

Tolerance, Confidence, Simultaneous or Individual ► Compare Intervals. 
 

 
 

2. The “Select Variables” screen (Section 3.4) will appear. 
 

• Click on the “Options” button for the options window. 
 

 
 

 
o Select the methods to compare in “Select Methods” box.  By 

default, all methods are selected. 
 

o Specify the various input parameters for the selected methods. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 
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• Click on “OK” to continue or “Cancel” to cancel the intervals 

comparison. 
 
Output example: The data set “Bradu.xls” was used for the Interval Comparison.  The 
options used were the default options. 
 
Output for the Prediction Interval Comparison. 
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Output for the Tolerance Interval Comparison. 
 

 
 
 

Output for the Confidence Interval Comparison. 
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Output for the Simultaneous Interval Comparison. 
 

 
 
 
Output for the Individual Interval Comparison. 
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8.1.1.2.2  Intervals Index Plots 
 
1. Click on QA/QC ► Univariate ► No NDs ► Interval Graphs ►Prediction, 

Tolerance, Confidence, Simultaneous or Individual ► Intervals Index Plots. 
 

 
 

2. The “Select Variables” screen (Section 3.4) will appear. 
 

• Click on the “Options” button for the options window. 
 

 
 

 
o Select one of the methods for the interval in “Select Methods” 

box.  By default, “PROP” is selected. 
 

o Specify the various input parameters for the selected method. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 
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• Click on “OK” to continue or “Cancel” to cancel the intervals 
comparison. 

 
Output example: The data set “Bradu.xls” was used for the Interval Index Plots.  The 
options used were the default options. 
 
Output for the Prediction Interval Index Plot. 
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Output for the Tolerance Interval Index Plot. 
 

 
 
 

Output for the Confidence Interval Index Plot. 
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Output for the Simultaneous Interval Index Plot. 
 

 
 
 
Output for the Individual Interval Index Plot. 
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8.1.1.3 Control Charts 

8.1.1.3.1 Using All Data 
 
1. Click on QA/QC ► Univariate ► No NDs ► Control Charts ► Using All 

Data. 
 

 
 

2. The “Select Variables” screen (Section 3.4) will appear. 
 

• Click on the “Options” button for the options window. 
 

 
 

 
o Select one of the methods for the interval in “Select Methods” 

box.  By default, “PROP” is selected. 
 

o Specify the various intervals in the “Select Intervals” box. 
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o Specify the various options for the selected method and 

intervals. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click on “OK” to continue or “Cancel” to cancel the control charts. 

 
Output example: The data set “Stackloss.xls” was used for the Control Charts.  The 
options used were the default options. 
 

 
 
 

8.1.1.3.2  Using Training/Background 
 
1. Click on QA/QC ► Univariate ► No NDs ► Control Charts ► 

Training/Background. 
 

 
 

2. The “Select Variables” screen will appear. 
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• Select the variable of interest. 
 
• Select the group variable using the “Select Group ID Column” drop-

down bar. 
 

• Input the group name/number of the variable which is considered as the 
test set in the “Input Specific Test/Site from Group ID” box. 

 
• Click on the “Options” button for the options window. 
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o Select one of the methods for the interval in “Select Methods” 

box.  By default, “PROP” is selected. 
 

o Specify the various intervals in the “Select Intervals” box. 
 

o Specify the various options for the selected method and 
intervals. 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click on “OK” to continue or “Cancel” to cancel the control charts. 

 
Output example: The data set “FullIris.xls” was used for the Control Charts.  The 
options used were the default options. 
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Note: The observations in “dark blue” and “bigger point marks” are from group 3. The intervals are 
calculated using the observations from group 1 and 2 only which were used as the 
“Training/Background” set for this data set.  
 
 
8.1.2 With Non-detects  
 
8.1.2.1 Interval Graphs 
 
1. Click on QA/QC ► Univariate ► With NDs ► Interval Graphs 

►Prediction, Tolerance, Confidence, Simultaneous or Individual.  
 

 
 

2. The “Select Variables” screen (Section 3.4) will appear. 
 

• Click on the “Options” button for the options window. 
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o Select the method to replace the non-detects with in “Graphs 

with NDs replaced by” box. Default method is “Detection 
Limit.” 

 
o Specify the various input parameters for the selected method. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click on “OK” to continue or “Cancel” to cancel the intervals 

comparison. 
 
Output example: The data set “FullIris.xls” was used for the Interval Index Plots.  The 
options used were the default options. 
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Output for the Prediction Interval Index Plot with NDs. 
 

 
 

Note: The non-detect observations are replaced by “One Half (1/2) Detection Limit” indicated by the red 
points.  
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8.1.2.2 Control Charts 

8.1.2.2.1 Using All Data 
 
1. Click on QA/QC ► Univariate ► With NDs ► Control Charts ► Using All 

Data. 
 

 
 

2. The “Select Variables” screen (Section 3.4) will appear. 
 

• Click on the “Options” button for the options window. 
 

 
 

 
o Select the intervals to be displayed on the control chart from 

the “Select KM Intervals” box. 
 

o Specify the various parameters for the selected intervals. 
 

o Select the method to replace the non-detects with in “Graphs 
with NDs replaced by” box. Default method is “Detection 
Limit.” 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click on “OK” to continue or “Cancel” to cancel the control charts. 
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Output example: The data set “FullIRIS.xls” was used for the Control Charts.  The 
options used were the default options. 
 

 
 

Note: The non-detect observations are replaced by “Detection Limit” indicated by the” red points.” 
 
 

8.1.2.2.2 Using Training/Background 
 
1. Click on QA/QC ► Univariate ► With NDs ► Control Charts ► 

Training/Background. 
 

 
 

2. The “Select Variables” screen will appear. 
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• Select the variable of interest. 
 
• Select the group variable using the “Select Group ID Column” drop-

down bar. 
 

• Input the group name/number of the variable which is considered as the 
test set in the “Input Specific Test/Site from Group ID” box. 

 
• Click on the “Options” button for the options window. 
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o Select the intervals to be displayed on the control chart from 

the “Select KM Intervals” box. 
 

o Specify the various parameters for the selected intervals. 
 

o Select the method to replace the non-detects with in “Graphs 
with NDs replaced by” box. Default method is “Detection 
Limit.” 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click on “OK” to continue or “Cancel” to cancel the control charts. 

 
Output example: The data set “FullIris.xls” was used for the Control Charts.  The 
options used were the default options. 
 

 
 
Note: The observations in “dark blue” and “bigger points” are from group 3. The intervals are calculated 
using the observations from group 1 and 2 only which were used as the “Training/Background” set for 
this data set. The “red points” indicate non-detects at the detection limit. 
 
 



 325

8.2 Multivariate QA/QC 
 
Several classical and robust multivariate procedures are available in the QA/QC module 
of Scout. The multivariate, with non-detects module uses the Kaplan Meier estimates. 
This QA/QC module includes MDs Q-Q Plots with limits, MDs Control Charts and 
Prediction and Tolerance ellipsoids. The robust methods include in this module are 
explained in Chapter 7. 
 
8.2.1 No Non-detects 
 
8.2.1.1 MDs Q-Q Plots with Limits 
 
1. Click on QA/QC ► Multivariate ► No NDs ► MDs Q-Q Plots with Limits. 
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2. The “Select Variables” screen (Section 3.4) will appear. 
 

• Click on the “Options” button for the options window. 
 

 
 

o Specify the method for computing the quantiles in “Select 
Methods.”  The default method is “PROP.” 

 
o The robust methods need various input parameters like 

“Influence Alpha” or “Trimming Percentage,” “Initial 
Estimates,” “MDs Distribution,” “MDs Distribution” and  
“# Iterations.” 

 
o Specify the “Critical Alpha for Limits” for identifying the 

outliers.  Default is “0.05.” 
 

o Specify the lines for control limits bys using the “Control 
Limits at:” option. Both options are unchecked as default. 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 

• Click on “OK” to continue or “Cancel” to cancel the MDs Q-Q Plots with 
limits. 
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Output example (Using All Data): The data set “Stackloss.xls” was used for the Q-Q 
Plot.  The options used were the default options. 
 

 
 

Note: The observations above the maximum limit line are considered as outliers.  
 
Output example (Using Training/Background): The data set “FullIris.xls” was used 
for the Q-Q Plot.  The options used were the default options. 
 
 
 
Note: The observations in “dark blue” and “bigger points” are from group 3. The estimates of mean 
vector and the covariance matrix are calculated using the observations from group 1 and 2 only which 
were used as the “Training/Background” set for this data set. 
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8.2.1.2 MDs Control Chart 

 
1. Click on QA/QC ► Multivariate ► No NDs ► MDs Control Chart. 
 

 
 

2. The “Select Variables” screen (Section 3.4) will appear. 
 

• Click on the “Options” button for the options window. 
 

 
 

o Specify the method for computing the quantiles in “Select 
Methods.”  The default method is “PROP.” 

 
o The robust methods need various input parameters like 

“Influence Alpha” or “Trimming Percentage,” “Initial 
Estimates,” “MDs Distribution,” “MDs Distribution” and  
“# Iterations.” 

 
o Specify the “Critical Alpha for Limits” for identifying the 

outliers.  Default is “0.05.” 
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o Specify the lines for control limits bys using the “Control 

Limits at:” option. Both options are unchecked as default. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 

• Click on “OK” to continue or “Cancel” to cancel the MDs Control Charts. 
 
 
Output example (Using All Data): The data set “Stackloss.xls” was used for the MDs 
Control Charts.  The options used were the default options. 
 

 
 

Note: The observations above the maximum limit line are considered as outliers.  
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Output example (Using Training/Background): The data set “FullIris.xls” was used 
for the MDs Control Charts.  The options used were the default options. 
 

 
 

Note: The observations in “dark blue” and “bigger points” are from group 3. The estimates of mean 
vector and the covariance matrix are calculated using the observations from group 1 and 2 only which 
were used as the “Training/Background” set for this data set. 
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8.2.1.3 Prediction and Tolerance Ellipsoids 
 
1. Click on QA/QC ► Multivariate ► No NDs ► Prediction and Tolerance 

Ellipsoids. 
 

 
 

2. The following “Select Variables” screen will appear. 
 

 
 

• Click on the “Options” button for the options window. 
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o Specify the required options. These options are discussed in 
Section 7.2.3. The user has an option for drawing the ellipsoids 
by groups if the observations are from different groups. 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 

• Click on “OK” to continue or “Cancel” to cancel the Ellipsoids. 
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Output example (Using All Data): The data set “Fulliris.xls” was used for the 
Ellipsoids.  The options used are shown in the options window screenshot above. The 
ellipses are being drawn by groups. 
 

 
 

 
Output example (Using Background/Training): The data set “Fulliris.xls” was used 
for the Ellipsoids. 
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Note: The observations in “dark blue” and “bigger points” are from group 3. The estimates of mean 
vector and the covariance matrix are calculated using the observations from group 1 and 2 only which 
were used as the “Training/Background” set for this data set. 
 
 
8.2.2 With Non-detects 
 
8.2.2.1 MDs Control Charts  
 
1. Click on QA/QC ► Multivariate ► With NDs ► MDs Control Charts. 
 

 
 

2. The “Select Variables” screen (Section 3.4) will appear. 
 

• Click on the “Options” button for the options window. 
 

 
 

o Specify the “Critical Alpha” for identifying the outliers.  
Default is “0.05.” 

 
o Specify the distribution for the distances using “MDs (KM 

Estimates) Distribution” box. 
 
o Specify the lines for control limits bys using the “Control 

Limits at:” option. Both options are unchecked as default. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 
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• Click on “OK” to continue or “Cancel” to cancel the MDs Control Charts. 
 
 
Output example (Using All Data): The data set “FullIris.xls” was used for the control 
chart.  The options used were the default options. 
 

 
 

Note: The observations above the maximum limit line are considered as outliers. The non-detect 
observations are in “red point marks.” 
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Output example (Using Training/Background): The data set “FullIris.xls” was used 
control charts.  The options used were the default options. 
 

 
 
Note: The observations in “dark blue” and “bigger points” are from group 3. The estimates of mean 
vector and the covariance matrix are calculated using the observations from group 1 and 2 only which 
were used as the “Training/Background” set for this data set. The non-detect observations are in “red 
point marks.” 
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8.2.2.2 Prediction and Tolerance Ellipsoids 
 
1. Click on QA/QC ► Multivariate ► With NDs ► Prediction and Tolerance 

Ellipsoids. 
 

 
 

2. The following “Select Variables” screen will appear. 
 

 
 

• Click on the “Options” button for the options window. 
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o Specify the required options. These options include “Kaplan 
Meier Contour Plots”, “Critical Alpha(s),” “MDs 
Distributions” for the contours and “Graphs with NDs 
replaced by” option.  The user has an option for drawing the 
ellipsoids by groups if the observations are from different 
groups. 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 

• Click on “OK” to continue or “Cancel” to cancel the Ellipsoids. 
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Output example (Using All Data): The data set “Fulliris.xls” was used for the 
Ellipsoids.  The options used are shown in the options window screenshot above. The 
ellipses are being drawn by groups. 
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Output example (Using Background/Training): The data set “Fulliris.xls” was used 
for the Ellipsoids. 

 

 
 

Note: The observations in “dark blue” and “bigger points” are from group 3. The estimates of mean 
vector and the covariance matrix are calculated using the observations from group 1 and 2 only which 
were used as the “Training/Background” set for this data set. 
 



 

 



 

 


