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DisclaimerDisclaimer
� The United States Environmental Protection Agency (EPA) through its Office of Research and 

Development funded and managed the research described here. Mention of trade names or 
commercial products does not constitute endorsement or recommendation by the EPA for use. 

� ProUCL software was developed by Lockheed Martin under a contract with the EPA and is 
made available through the EPA Technical Support Center in Las Vegas, Nevada. 

� Use of any portion of ProUCL that does not comply with the ProUCL User Guide is not 
recommended. 

� ProUCL contains embedded licensed software. Any modification of the ProUCL source code 
may violate the embedded licensed software agreements and is expressly forbidden. 

� ProUCL software provided by the EPA was scanned with McAfee VirusScan v4.5.1 SP1 and is 
certified free of viruses. 

� With respect to ProUCL distributed software and documentation, neither the EPA nor any of 
their employees, assumes any legal liability or responsibility for the accuracy, completeness, or 
usefulness of any information, apparatus, product, or process disclosed. Furthermore, software 
and documentation are supplied "as-is" without guarantee or warranty, expressed or implied, 
including without limitation, any warranty of merchantability or fitness for a specific purpose. 
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Workshop ObjectivesWorkshop Objectives -- ProUCLProUCL
�� The main objective is to provide working knowledgeThe main objective is to provide working knowledge 

about ProUCL using real Superfund examples.about ProUCL using real Superfund examples.

�� Demonstrate why the default use of a lognormalDemonstrate why the default use of a lognormal 
distribution should be avoided to compute upperdistribution should be avoided to compute upper 
confidence limits (UCLs) of mean.confidence limits (UCLs) of mean.

�� Demonstrate why other skewed distribution such as aDemonstrate why other skewed distribution such as a 
gamma distribution is better suited to compute UCLs.gamma distribution is better suited to compute UCLs.

�� Discuss the availability of distributionDiscuss the availability of distribution -- free UCLfree UCL 
methods (e.g., bootstrap,methods (e.g., bootstrap, ChebyshevChebyshev inequality) ininequality) in 
ProUCL, V 3.0.ProUCL, V 3.0.
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Workshop ObjectivesWorkshop Objectives -- ProUCLProUCL
�� Demonstrate the undue influence of outliers on theDemonstrate the undue influence of outliers on the 

computation of UCLs, EPC terms.computation of UCLs, EPC terms.

�� Discussion about the treatments of outliers.Discussion about the treatments of outliers.

�� Discuss how to interpret the various output resultsDiscuss how to interpret the various output results 
produced by ProUCL.produced by ProUCL.

�� Discuss and show how to select the most appropriateDiscuss and show how to select the most appropriate 
UCL in ProUCL to estimate the EPC.UCL in ProUCL to estimate the EPC.

�� Discuss how to use/interpret recommendations made byDiscuss how to use/interpret recommendations made by 
ProUCL.ProUCL.
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Workshop OutlineWorkshop Outline
�� Introduction:What are UCLs and assumptions needed.Introduction:What are UCLs and assumptions needed.

�� Distributions and goodnessDistributions and goodness--ofof--fit tests in ProUCL.fit tests in ProUCL.

�� Parametric UCL methods based upon:Parametric UCL methods based upon:
–– NormalNormal
–– Lognormal, andLognormal, and 
–– GammaGamma

�� NonNon--parametric (distributionparametric (distribution--free) UCL methods:free) UCL methods:
–– Large sample UCLs,Large sample UCLs, skewnessskewness adjusted UCLsadjusted UCLs
–– ChebyshevChebyshev UCLsUCLs
–– Bootstrap UCLsBootstrap UCLs



7 

Workshop OutlineWorkshop Outline
�� Illustrations of parametric and nonIllustrations of parametric and non--parametricparametric 

UCLs using real Superfund data sets.UCLs using real Superfund data sets.

�� Outliers and their influence on UCLs.Outliers and their influence on UCLs.
–– Illustrations using real data sets.Illustrations using real data sets.

�� Summary of a recommended procedure toSummary of a recommended procedure to 
compute an appropriate UCL of the mean.compute an appropriate UCL of the mean.



Why Do We Need to Compute a UCL?
Why Do We Need to Compute a UCL?
�� In Superfund exposure and risk assessmentIn Superfund exposure and risk assessment 

studiesstudies -- a 95% UCL of unknown mean,a 95% UCL of unknown mean,µ1 , of a, of a 
contaminant of potential concern (COPC) is usedcontaminant of potential concern (COPC) is used 
to estimate the Exposure Point Concentrationto estimate the Exposure Point Concentration 
(EPC) Term.(EPC) Term. 

�� A UCL is computed using sampled data and a
A UCL is computed using sampled data and a 
discernible (e.g., normal, lognormal, gamma)
discernible (e.g., normal, lognormal, gamma) 
probability distribution (if any), or a nonprobability distribution (if any), or a non­
-
parametric (distribution free) method.
parametric (distribution free) method.
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Tools and GuidanceTools and Guidance 
to Compute UCLs / EPC Termsto Compute UCLs / EPC Terms

�� EPA, December 2002: Calculating UCLsEPA, December 2002: Calculating UCLs 
Guidance Document for Hazardous WasteGuidance Document for Hazardous Waste 
SitesSites -- OSWER 9285.670OSWER 9285.670

�� EPA, April 2004: ProUCL, Version 3.0EPA, April 2004: ProUCL, Version 3.0
Available at:Available at:
http://www.http://www.epaepa..govgov/nerlesd1//nerlesd1/tsctsc/software./software.htmhtm



What is a UCL?
What is a UCL?
�	� AA (1−α ) 100% UCL of mean,100% UCL of mean, µ is a random
is a random1

value (based upon sampled data) given by thevalue (based upon sampled data) given by the 
probability statement:probability statement:

1P(µ ≤ UCL) = −α
1 

�	� A UCL should represent a realistic value ofA UCL should represent a realistic value of 
practical merit providing approximatelypractical merit providing approximately 
(1−α ) 100% coverage to mean,100% coverage to mean, µ ..1


–– This requires use of:This requires use of:
-- Appropriate probability distributions, andAppropriate probability distributions, and
-- UCL computation methodsUCL computation methods
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Fundamental Assumptions NeededFundamental Assumptions Needed ­-
for all UCL Computation Methodsfor all UCL Computation Methods

�� Make sure that there are no outliers and/or multipleMake sure that there are no outliers and/or multiple 
populations (e.g, mixture of site and background data):populations (e.g, mixture of site and background data):

–– UCL is computed for the unknown mean of a single population.UCL is computed for the unknown mean of a single population.

–– If there are multiple populations, separate them beforeIf there are multiple populations, separate them before 
proceeding with UCL computationsproceeding with UCL computations –– seek statisticianseek statistician’’s help,s help, 
use graphical displays such as quantileuse graphical displays such as quantile--quantile (Qquantile (Q--Q) plots.Q) plots.

–– Outliers when present distort all statistics, UCLs, etc.Outliers when present distort all statistics, UCLs, etc.

–– If justified, remove all outliers before computing UCLs.If justified, remove all outliers before computing UCLs.



Distributions in ProUCL,Version 3.0
Distributions in ProUCL,Version 3.0
�� Normal distribution (symmetric):
Normal distribution (symmetric): 

–– But environmental data are often positively skewed.But environmental data are often positively skewed.

�� Lognormal distribution (positively skewed):Lognormal distribution (positively skewed):

–	– Historically often used as a default model.
Historically often used as a default model.

–– Lognormal model accommodates: outliers, impractically largeLognormal model accommodates: outliers, impractically large 
mean values, and also multiple populations.mean values, and also multiple populations.

–– Its use often results in unstable, impractical, unreliable UCLIts use often results in unstable, impractical, unreliable UCL 
values leading to:values leading to:

-- Further investigation recommendation.Further investigation recommendation.
-	- Use of the maximum value as an estimate of exposureUse of the maximum value as an estimate of exposure

point concentration (EPC) term.point concentration (EPC) term.



Distributions in ProUCL,Version 3.0
Distributions in ProUCL,Version 3.0
�	� Conclusion: Several recent studies suggested thatConclusion: Several recent studies suggested that 

Lognormal model is not appropriate to compute aLognormal model is not appropriate to compute a 
UCL, especially for small sample size, n.UCL, especially for small sample size, n.

�	� Gamma distribution (positively skewed):
Gamma distribution (positively skewed):

–– It seems to work well on environmental data sets
It seems to work well on environmental data sets 
(EPA Issue Paper, 2002: Singh, Singh, and Iaci).
(EPA Issue Paper, 2002: Singh, Singh, and Iaci).

�	� NonNon--parametric (distribution free) UCL computationparametric (distribution free) UCL computation 
methodsmethods -- several in ProUCL.several in ProUCL. 



Lognormal DistributionLognormal Distribution
�� X is lognormal, LN( , ) if Y=ln(X) is normalX is lognormal, LN( , ) if Y=ln(X) is normal 

with mean, and sd,with mean, and sd,
–– This is probably why it became so popular.This is probably why it became so popular.
–– Its use however leads to unstable and impractical results.Its use however leads to unstable and impractical results.
–– Not a practical model to compute a UCL of the mean.Not a practical model to compute a UCL of the mean.

�� Lognormal mean,Lognormal mean, 
–– Can be unduly large.Can be unduly large.

�� Coefficient of Variation (CV) =Coefficient of Variation (CV) =

�� Skewness = , depends upon only,Skewness = , depends upon only, 
and often results in unrealistically large values.and often results in unrealistically large values.

µ σ 
µ σ 

2 

1 exp( )
2 
σ µ µ= + 

2exp( ) 1σ − 

3( ) 3( )CV CV+ σ 



Lognormal DistributionLognormal Distribution
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Gamma Probability ModelGamma Probability Model 
in ProUCL, Version 3.0in ProUCL, Version 3.0

A twoA two--parameter Gamma Model, is:parameter Gamma Model, is:( ,  )G k θ 

( 1) / 

1 
2 

1( ;  ,  )  ;  0  
( )  

shape, and  scale parameters 
Mean = 
variance = 

skewness = 2 / 
As k exceeds 6, it starts becoming symmetrical, 
and an approx. normal model may be used. 
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Random Sample of Size nRandom Sample of Size n
�� Let be a random sample (data)Let be a random sample (data) 

on X (e.g., X = conc. of Pb, PCB) from aon X (e.g., X = conc. of Pb, PCB) from a 
population (site, EA) with unknown mean, .population (site, EA) with unknown mean, .
–– Any potential outliers/multiple populations requiringAny potential outliers/multiple populations requiring 

separate treatment?separate treatment?
–– Do data follow a discernible probability model?Do data follow a discernible probability model?

�� Raw sample mean and standard deviation (sd):Raw sample mean and standard deviation (sd): 

1 2,  ,  . . . ,  nx x x 

1µ 

1 

2 

1 

/ 

( ) /( 1) 
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x i 
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x x n 
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Normal/Lognormal Distributions
Normal/Lognormal Distributions

�� Tests for normality and lognormality of data:Tests for normality and lognormality of data:
–– Graphical QGraphical Q--Q plot and HistogramQ plot and Histogram 
–– ShapiroShapiro -- Wilk test (sample size, n<=50)Wilk test (sample size, n<=50)
–– Lilliefors test (n>50)Lilliefors test (n>50) –– a generalization of Ka generalization of K--S testS test

�� Computes various statistics:Computes various statistics:
–– summary statisticssummary statistics
–– maximum likelihood estimates (MLEs) andmaximum likelihood estimates (MLEs) and 

minimum variance unbiased estimates (MVUEs) ofminimum variance unbiased estimates (MVUEs) of 
mean, sd, quantiles, CV, skewness, SE of meanmean, sd, quantiles, CV, skewness, SE of mean



Example 1Example 1. Consider a well. Consider a well--behaved data set (Grice.dat) ofbehaved data set (Grice.dat) of 
size n=20 from the literature.size n=20 from the literature.

152, 152, 115, 109,137, 88, 94, 77, 160, 165, 125, 40, 128,152, 152, 115, 109,137, 88, 94, 77, 160, 165, 125, 40, 128, 
123, 136, 101, 62, 153, 83, and 69.123, 136, 101, 62, 153, 83, and 69. 

•• Data are both normal and lognormalData are both normal and lognormal –– see ProUCLsee ProUCL 
outputoutput

•• For this data, any of the two UCLs can be used:For this data, any of the two UCLs can be used:

-- normal 95% UCL = 127.29normal 95% UCL = 127.29 
-- lognormal 95% UCL = 134.73lognormal 95% UCL = 134.73



 Normal Q-Q Plot for Grice 
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 Lognormal Q-Q Plot for Grice 
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Example 2Example 2. Consider a real data set of Aroclor. Consider a real data set of Aroclor ––12541254
concentrations of size 54 from a Superfund Site.concentrations of size 54 from a Superfund Site.

•• At 5% significance level, data are lognormalAt 5% significance level, data are lognormal 
(and not normal).(and not normal).

•• Sd, of log data =4.20, very high.Sd, of log data =4.20, very high.

•• Data set has at least one outlier = 130,000.Data set has at least one outlier = 130,000.

•• Lognormal distribution accommodates the outlier(s).Lognormal distribution accommodates the outlier(s). 

σ̂ 

A Real Data SetA Real Data Set
CornellCornell DublierDublier SiteSite
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EXAMPLE 2: REAL DATA SETEXAMPLE 2: REAL DATA SET



 Lognormal Q-Q Plot for Aroclor-1254 
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Gamma Distribution is Missing
Gamma Distribution is Missing 
From EPA Applications? Why?
From EPA Applications? Why?

�� Statistical tools are not easily available:Statistical tools are not easily available:

–– Gamma goodnessGamma goodness -- ofof -- fit tests not readily available.fit tests not readily available.

–– Available in SAS, SAvailable in SAS, S--Plus, SPSS for limited values of n and k.Plus, SPSS for limited values of n and k.

–– Estimation of gamma parameters,Estimation of gamma parameters, ( ,k θ ) is computationallyis computationally
intensiveintensive –– missing from text books.missing from text books.

–– Need complex numerical iterative methods (e.g., NewtonNeed complex numerical iterative methods (e.g., Newton--
Raphson Method) which involve Digamma and TrigammaRaphson Method) which involve Digamma and Trigamma
functions (Choi and Wette, 1969, Johnson, Kotz,functions (Choi and Wette, 1969, Johnson, Kotz,
Balakrishnan, 1994).Balakrishnan, 1994).



Available GoodnessAvailable Goodness--ofof--Fit Tests forFit Tests for 
Gamma Model (e.g., in ExpertFit)Gamma Model (e.g., in ExpertFit) 

�� Only limited critical values for selected values ofOnly limited critical values for selected values of 
k and sample size, n were available:k and sample size, n were available:

–– DD’’Agostino and Stephens (1986): AAgostino and Stephens (1986): A--D testD test
–– B. E. Schneider (1978): KB. E. Schneider (1978): K--S testS test

�� Software ExpertFit has ASoftware ExpertFit has A--D and KD and K--S tests, usesS tests, uses 
generic critical values (for all distributions) ofgeneric critical values (for all distributions) of 
AA--D and KD and K--S tests, when all parameters areS tests, when all parameters are 
known (Stephens, 1970)known (Stephens, 1970) –– not good enoughnot good enough..



GoodnessGoodness--ofof--Fit Tests for GammaFit Tests for Gamma 
DistributionDistribution -- in ProUCL, V 3.0in ProUCL, V 3.0
�� We obtained simulated critical values for AWe obtained simulated critical values for A--D andD and 

KK--S tests for samples of size up to 2500 for variousS tests for samples of size up to 2500 for various 
values of kvalues of k –– in ProUCL, V 3.0in ProUCL, V 3.0 ..

–– ProUCL has graphical gamma QProUCL has graphical gamma Q--Q plot and histogram.Q plot and histogram. 

�� For AFor A--D (= ) and KD (= ) and K--S (=D) tests, if calculatedS (=D) tests, if calculated 
value is smaller than the respective critical value:value is smaller than the respective critical value:

–– conclude data pass for a gamma model.conclude data pass for a gamma model.

�� ProUCL computes MLEs of k andProUCL computes MLEs of k and 

2A 

θ 
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EXAMPLE 1:EXAMPLE 1: –– WELL BEHAVEDWELL BEHAVED
DATA SETDATA SET -- GRICE.DATGRICE.DAT
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EXAMPLE 2:EXAMPLE 2: -- REAL DATA SETREAL DATA SET
FOR AROCLORFOR AROCLOR –– 12541254
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EXAMPLE 2:EXAMPLE 2: -- REAL DATA SETREAL DATA SET
FOR AROCLORFOR AROCLOR –– 12541254



Need For Accurate Critical Values (Rather Than usingNeed For Accurate Critical Values (Rather Than using 
Generic Values) for Gamma GoodnessGeneric Values) for Gamma Goodness ––ofof--FitFit-- Tests.Tests.

Example 2 (continued)Example 2 (continued) AroclorAroclor -- 1254: Test for Gamma Model1254: Test for Gamma Model 
using conservative generic critical valuesusing conservative generic critical values

~0.17~0.172.49 (conservative)2.49 (conservative)5%Tabulated5%Tabulated

0.1670.1672.182.18CalculatedCalculated

KK--S test statS test statAA--D test statD test stat

Calculated values < critical values, data pass for a gamma modelCalculated values < critical values, data pass for a gamma model
at 0.05 level of significanceat 0.05 level of significance –– Incorrect conclusion based uponIncorrect conclusion based upon 
generic critical values.generic critical values. 



Test for Gamma Model using conservative generic critical values.Test for Gamma Model using conservative generic critical values.

~0.29~0.292.49 (conservative)2.49 (conservative)5%Tabulated5%Tabulated

0.2750.2751.261.26CalculatedCalculated

KK--S test statS test statAA--D test statD test stat

Conclusion: Data pass for a gammaConclusion: Data pass for a gamma 
modelmodel -- this may be incorrect.this may be incorrect.

EXAMPLE 3: REAL DATA SETEXAMPLE 3: REAL DATA SET
4,44,4’’ –– DDT CONCENTRATIONSDDT CONCENTRATIONS
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EXAMPLE 3: REAL 4,4EXAMPLE 3: REAL 4,4’’ DDTDDT
DATA SETDATA SET



 Lognormal Q-Q Plot for 4,4'-DDT 
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EXAMPLE 3: REAL 4,4EXAMPLE 3: REAL 4,4’’ DDTDDT
DATA SETDATA SET
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Example 4: Real Mn DataExample 4: Real Mn Data -- NCBC SiteNCBC Site
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Example 4: Real Mn DataExample 4: Real Mn Data -- NCBC SiteNCBC Site
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Example 4: Real Mn DataExample 4: Real Mn Data -- NCBC SiteNCBC Site
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UCLs in ProUCL, Version 3.0UCLs in ProUCL, Version 3.0 
�� Computes UCLs for normal, lognormal, GammaComputes UCLs for normal, lognormal, Gamma 

models and also for nonmodels and also for non--parametric data sets.parametric data sets.

�� 5 Parametric UCL Methods:5 Parametric UCL Methods:
–– StudentStudent’’ss -- t (normal)t (normal)
–– HH--UCL, Chebyshev (MVUE) UCL (lognormal)UCL, Chebyshev (MVUE) UCL (lognormal)
–– Approximate and Adjusted gamma UCLsApproximate and Adjusted gamma UCLs

�� Several NonSeveral Non--parametric UCL Methods:parametric UCL Methods:
–– ModifiedModified -- t, CLT, Adjustedt, CLT, Adjusted -- CLT, Chebyshev (Mean, Sd)CLT, Chebyshev (Mean, Sd)



UCLs in ProUCL, Version 3.0UCLs in ProUCL, Version 3.0 
�� NonNon--parametric Resampling UCL Methods: Jackknifeparametric Resampling UCL Methods: Jackknife 

and Bootstrap (Efron, 1981, 1982, Hall, 1992).and Bootstrap (Efron, 1981, 1982, Hall, 1992). 

–– Jackknife UCL of meanJackknife UCL of mean –– same as Studentsame as Student’’ss--t UCLt UCL
–– Standard BootstrapStandard Bootstrap 
–– BootstrapBootstrap –– t:t: use with cautionuse with caution
–– HallHall’’s Bootstrap procedure:s Bootstrap procedure: use with cautionuse with caution
–– BCA Bootstrap MethodBCA Bootstrap Method 
–– Percentile Bootstrap MethodPercentile Bootstrap Method 

�� CautionCaution: Bootstrap: Bootstrap--t and Hallt and Hall’’s methods can be easilys methods can be easily 
influenced by outliers, and can result in erraticinfluenced by outliers, and can result in erratic 
inflated UCL values (Efron & Tibshirani,1993).inflated UCL values (Efron & Tibshirani,1993).



UCL Based Upon a NormalUCL Based Upon a Normal 
DistributionDistribution

�� Normal distribution is symmetric, skewness ~ 0.Normal distribution is symmetric, skewness ~ 0.

�� StudentStudent’’ss –– t statistic is used to compute a UCL of thet statistic is used to compute a UCL of the 
mean (in EPA 1992 guidance document):mean (in EPA 1992 guidance document):

�� Here is the upper th percentile ofHere is the upper th percentile of 
studentstudent’’s ts t--distribution.distribution.
–– Sensitive to outliers, which may need to be removed.Sensitive to outliers, which may need to be removed.
–– UCL does not provide adequate coverage for mean ofUCL does not provide adequate coverage for mean of 

skewed probability models.skewed probability models.

1,1 
x 

n 
sUCL x t 
n α− −= +  

1,1nt α− −  α 



UCL of Mean Based Upon aUCL of Mean Based Upon a 
Lognormal DistributionLognormal Distribution

�� LandLand’’s Hs H--Statistic based % UCL of mean (inStatistic based % UCL of mean (in 
1992 EPA guidance):1992 EPA guidance):

–– Even a small increase in sd, sEven a small increase in sd, syy can cause an unjustifiablecan cause an unjustifiable 
increase in mean and its Hincrease in mean and its H--UCL.UCL.

–– Often results in unstable and impractically large HOften results in unstable and impractically large H--UCL.UCL.
–– HH--UCL is very sensitive to outliers (small and large).UCL is very sensitive to outliers (small and large). 

(1 )100α− 

2 1exp( 0.5 )
1y y 

HH UCL  y  s  s  
n 

α−− = + + 
− 

i y i 

1­

1­ y 

y = mean of y ln( ),  s sd of y 

H  value from H-tables (Land, 1975) 
H  increases with s 

ix 

α 

α 

= = 

= 



Lognormal Chebyshev UCLLognormal Chebyshev UCL 
�� A lognormal UCL of mean (SinghA lognormal UCL of mean (Singh 

et al., 1997, 1999, 2000) is given by:et al., 1997, 1999, 2000) is given by:

–– Tends to provide a conservative estimate, ChebyshevTends to provide a conservative estimate, Chebyshev 
(MVUE) UCL, especially when sample size is large (e.g.,(MVUE) UCL, especially when sample size is large (e.g., 
>20).>20).

–– Sensitive to outliers, which may need to be removed.Sensitive to outliers, which may need to be removed.

(1 )100%α− 

MVUE of mean 

((1/ ) 1)  MVUE of SE of mean 

UCL 

α 

= + 

− 





Example 1 (Cont.)Example 1 (Cont.). Two (2) below detection limit values =. Two (2) below detection limit values = 
0.05 are added to Grice.dat resulting in a sample of 22.0.05 are added to Grice.dat resulting in a sample of 22.

•• Normal StudentNormal Student’’ss--t UCL= 120.63t UCL= 120.63

•• Lognormal HLognormal H--UCL=7144.51UCL=7144.51

-- Note earlier in Example 1:Note earlier in Example 1:

Normal UCL = 127.29, and HNormal UCL = 127.29, and H--UCL = 134.73UCL = 134.73

•• Not a reasonable behavior of HNot a reasonable behavior of H--UCLUCL



Grice1.dat with 2 ND observations = 0.05 



ModifiedModified –– t Statistic UCLt Statistic UCL

�� A UCL of mean (Johnson (1978)) isA UCL of mean (Johnson (1978)) is 
given by:given by:

–– A NonA Non--parametric method for skewed data sets.parametric method for skewed data sets.
–– This UCL does not provide adequate coverage forThis UCL does not provide adequate coverage for 

moderately to highly skewed data sets (e.g., gamma).moderately to highly skewed data sets (e.g., gamma).
–– Sensitive to outliers, which may need to be removed.Sensitive to outliers, which may need to be removed.
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UCL Based Upon AdjustedUCL Based Upon Adjusted--CLTCLT

�� A UCL of mean (to be used whenA UCL of mean (to be used when 
sample size is large) is given by (Chen, JASA 1995):sample size is large) is given by (Chen, JASA 1995):

–– A NonA Non--parametric method for skewed data sets.parametric method for skewed data sets.
–– UCL does not provide adequate coverage for moderatelyUCL does not provide adequate coverage for moderately 

skewed to highly skewed data (e.g., gamma).skewed to highly skewed data (e.g., gamma).
–– Sensitive to outliers, which may need to be removed.Sensitive to outliers, which may need to be removed.
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NonNon--parametric Chebyshev UCLparametric Chebyshev UCL

�� A nonA non--parametric UCL of meanparametric UCL of mean 
(Singh et al., 1997, 1999, 2000) is given by:(Singh et al., 1997, 1999, 2000) is given by:

–– This method tends to provide a conservative butThis method tends to provide a conservative but 
reasonable estimate (providing at leastreasonable estimate (providing at least 
coverage) of UCL (= Chebyshev (mean,std)), especiallycoverage) of UCL (= Chebyshev (mean,std)), especially 
when sample size is large (e.g., >20).when sample size is large (e.g., >20).

–– Sensitive to outliers, which may need to be removed.Sensitive to outliers, which may need to be removed.
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UCL Based Upon StandardUCL Based Upon Standard 
Bootstrap MethodBootstrap Method

�� A UCL of mean is given by:A UCL of mean is given by:

–– This UCL does not provide adequate coverage forThis UCL does not provide adequate coverage for 
skewed models (e.g., gamma).skewed models (e.g., gamma).
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BootstrapBootstrap--t UCL Methodt UCL Method
�� A UCL of mean is given by:A UCL of mean is given by:

–– Outliers can influence this UCL substantially.Outliers can influence this UCL substantially.
–– For Gamma distributionFor Gamma distribution –– provides better coverage thanprovides better coverage than 

AdjAdj--CLT, ModifiedCLT, Modified--t, standard, BCA bootstrap methods.t, standard, BCA bootstrap methods.
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UCL Based Upon HallUCL Based Upon Hall’’ss 
BootstrapBootstrap

�� A UCL (Manly, 1997) is:A UCL (Manly, 1997) is:

–– Influenced by outliers, which may need to be removed.Influenced by outliers, which may need to be removed.
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UCL Based Upon a Gamma ModelUCL Based Upon a Gamma Model
�� ChiChi--square distribution can be used.square distribution can be used.
�� A uniformly most accurate UCLA uniformly most accurate UCL 

of mean is given by (Grice and Bain, 1980):of mean is given by (Grice and Bain, 1980):

�� k needs to be estimated from data, thereforek needs to be estimated from data, therefore 
coverage is not guaranteedcoverage is not guaranteed -- needs anneeds an 
adjustment.adjustment.
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UCL Based Upon a Gamma Model
UCL Based Upon a Gamma Model
�� An approximateAn approximate (1−α )100% UCL of mean:UCL of mean:

ˆ 2UCL = 2nkx / χ (α )

2nk̂ 

�� An AdjustedAn Adjusted (1−α )100% UCL of mean:UCL of mean:

ˆ 2UCL = 2nkx / χ (β )

2nk̂ 

�� AdjustedAdjusted α are given byare given byβ in Table 1.in Table 1.

�� Note ChiNote Chi--square critical values increase with df.
square critical values increase with df.



UCL Based Upon Gamma ModelUCL Based Upon Gamma Model



UCL Based Upon Gamma Model
UCL Based Upon Gamma Model

�� Note gamma UCL does not depend uponNote gamma UCL does not depend upon 
scale parameter,scale parameter, θ or its MLE.or its MLE.

�� Also note that Gamma UCL is the onlyAlso note that Gamma UCL is the only 
UCL which does not depend on the sd ofUCL which does not depend on the sd of 
data, therefore, outliers have reduceddata, therefore, outliers have reduced 
influence on estimation of gamma UCL.influence on estimation of gamma UCL.



Recommendations in ProUCL
Recommendations in ProUCL
�	� ProUCL makes recommendations based upon the mostProUCL makes recommendations based upon the most 

appropriate data distribution, associated skewness, andappropriate data distribution, associated skewness, and 
coverage probabilities.coverage probabilities.
–– ProUCL prints out message(s) about data distribution(s)ProUCL prints out message(s) about data distribution(s) --

(normal, gamma, lognormal, or non(normal, gamma, lognormal, or non--parametric).parametric).

–	– ProUCL also recommends which 95% UCL(s) to use.
ProUCL also recommends which 95% UCL(s) to use.

–– It is the userIt is the user’’s responsibility to select the most appropriates responsibility to select the most appropriate 
UCL.UCL.

»» This may require testing and removing of outliersThis may require testing and removing of outliers –– especially whenespecially when 
bootstrap UCLs are recommended.bootstrap UCLs are recommended.
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TABLE 2TABLE 2 -- CONTINUEDCONTINUED
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Maximum Value Should Not beMaximum Value Should Not be
Used to Estimate EPC TermUsed to Estimate EPC Term

�� The EPC term represents average exposure over anThe EPC term represents average exposure over an 
exposure area (EA) during a long period of time.exposure area (EA) during a long period of time.

�� Therefore, the Max value should not be used as anTherefore, the Max value should not be used as an 
estimate of EPC termestimate of EPC term –– ignores most info in data setignores most info in data set..

�� ProUCL displays a warning message when theProUCL displays a warning message when the 
recommended 95% UCL (e.g., Hrecommended 95% UCL (e.g., H--UCL, HallUCL, Hall’’ss 
bootstrap UCL etc.) exceeds the Max value.bootstrap UCL etc.) exceeds the Max value.

�� For such cases, alternative UCL computation methodFor such cases, alternative UCL computation method 
such as the Chebyshev (mean, Sd) should be used.such as the Chebyshev (mean, Sd) should be used.
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Example 2: Aroclor 1254Example 2: Aroclor 1254 –– withwith 
Outlier = 130,000Outlier = 130,000
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Example 2: Aroclor 1254Example 2: Aroclor 1254 –– withwith 
Outlier = 130,000Outlier = 130,000
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Example 2: Aroclor 1254Example 2: Aroclor 1254 –– withwith 
Outlier = 130,000Outlier = 130,000
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Example 2: Aroclor 1254Example 2: Aroclor 1254 ––
Without Outlier = 130,000Without Outlier = 130,000
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Example 2: Aroclor 1254Example 2: Aroclor 1254 ––
Without Outlier = 130,000Without Outlier = 130,000
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Example 2: Aroclor 1254Example 2: Aroclor 1254 ––
Without Outlier = 130,000Without Outlier = 130,000
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Example 3: 4Example 3: 4’’4 DDT Data, n=124 DDT Data, n=12
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Example 3: 4Example 3: 4’’4 DDT Data, n=124 DDT Data, n=12
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Example 3: 4Example 3: 4’’4 DDT Data, n=124 DDT Data, n=12
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Example 3: 4Example 3: 4’’4 DDT Data, without4 DDT Data, without 
outlier = 42, n=11outlier = 42, n=11



77 

Example 3: 4Example 3: 4’’4 DDT Data, without4 DDT Data, without 
outlier = 42, n=11outlier = 42, n=11
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Example 3: 4Example 3: 4’’4 DDT Data, without4 DDT Data, without 
outlier = 42, n=11outlier = 42, n=11
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Example 4. Mn at NCBC SiteExample 4. Mn at NCBC Site 
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Example 4. Mn at NCBC SiteExample 4. Mn at NCBC Site 
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Example 4. Mn at NCBC SiteExample 4. Mn at NCBC Site 
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Example 4. Mn at NCBC SiteExample 4. Mn at NCBC Site 
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Mercury Data FromMercury Data From NeperaNepera SiteSite
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Mercury Data FromMercury Data From NeperaNepera SiteSite
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Mercury Data FromMercury Data From NeperaNepera SiteSite
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Mercury Data FromMercury Data From NeperaNepera SiteSite



Example 5Example 5 –– Real Data of 48Real Data of 48
Dieldrin ConcentrationsDieldrin Concentrations



Example 5Example 5 –– Real Data of 48Real Data of 48
Dieldrin ConcentrationsDieldrin Concentrations



Example 5Example 5 –– Real Data of 48Real Data of 48
Dieldrin ConcentrationsDieldrin Concentrations



Example 5Example 5 –– Real Data of 48Real Data of 48
Dieldrin ConcentrationsDieldrin Concentrations



Example 5: Dieldrin Data without 2Example 5: Dieldrin Data without 2 
Outlying ConcentrationsOutlying Concentrations



Example 5: Dieldrin Data without 2Example 5: Dieldrin Data without 2 
Outlying ConcentrationsOutlying Concentrations



Example 5: Dieldrin Data without 2Example 5: Dieldrin Data without 2 
Outlying ConcentrationsOutlying Concentrations



Example 5: Dieldrin Data without 2Example 5: Dieldrin Data without 2 
Outlying ConcentrationsOutlying Concentrations



Example 5: Dieldrin Data without 2Example 5: Dieldrin Data without 2 
Outlying ConcentrationsOutlying Concentrations



Procedure to Compute a 95% UCLProcedure to Compute a 95% UCL 
�� Identify potential outliers/multiple populations.Identify potential outliers/multiple populations. 

–– If justified, study them separately.If justified, study them separately.

�� Perform goodnessPerform goodness--ofof--fit tests, look at data graphicallyfit tests, look at data graphically 
using histogram, Qusing histogram, Q--Q plotsQ plots -- Never skip this stepNever skip this step..
–– In order to automate the EPC computation process forIn order to automate the EPC computation process for 

multiple variables, some users want to skip this step which ismultiple variables, some users want to skip this step which is 
not recommended, as it may lead to incorrect conclusions bynot recommended, as it may lead to incorrect conclusions by 
accommodating outliers/multiple populations.accommodating outliers/multiple populations. 

�� If data follow a normal model (or approximate normal)If data follow a normal model (or approximate normal) ––
use Studentuse Student’’ss -- t 95% UCL.t 95% UCL.

�� If data follow a gamma modelIf data follow a gamma model –– use adjusted oruse adjusted or 
approximate gamma 95% UCL as described in Table 2.approximate gamma 95% UCL as described in Table 2.



Procedure to Compute 95% UCLProcedure to Compute 95% UCL 
�� Avoid the use of a lognormal model, as:Avoid the use of a lognormal model, as:

–– It accommodates outliers and multiple populations.It accommodates outliers and multiple populations.

–– It often yields unstable/ impractical UCLs, especiallyIt often yields unstable/ impractical UCLs, especially 
for highly skewed small data sets (e.g., n <10for highly skewed small data sets (e.g., n <10--20 etc.).20 etc.).

–– Use the procedure described in Table 1 withUse the procedure described in Table 1 with cautioncaution..

�� For nonparametric data sets, compute 95% UCLsFor nonparametric data sets, compute 95% UCLs 
using the procedure as summarized in Table 3.using the procedure as summarized in Table 3.



Procedure to Compute 95% UCL
Procedure to Compute 95% UCL 
�� Caution:Caution: When HallWhen Hall’’s or bootstraps or bootstrap –– t UCLs are
t UCLs are 

recommended, make sure there are no outliers.
recommended, make sure there are no outliers. 

�	� Do not use the Max value to estimate the EPC Term.Do not use the Max value to estimate the EPC Term. 
ProUCL recommends alternative UCL methods for EPC.ProUCL recommends alternative UCL methods for EPC.

�	� Decision Tables 1Decision Tables 1--3 are programmed in ProUCL.
3 are programmed in ProUCL.

�	� ProUCL recommends the most suitable method(s) whichProUCL recommends the most suitable method(s) which 
may be used to compute an appropriate 95% UCL of themay be used to compute an appropriate 95% UCL of the 
mean (EPC Term).mean (EPC Term).
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ProUCL Questions/CommentsProUCL Questions/Comments

�� Contact Gareth Pearson at the USEPA TechnicalContact Gareth Pearson at the USEPA Technical 
Support Center in Las VegasSupport Center in Las Vegas
–– 702702--798798--2101 or 7022101 or 702--798798--22702270
–– pearsonpearson..garethgareth@@epaepa..govgov

�� ProUCL, Version 3.0 is available for download at:ProUCL, Version 3.0 is available for download at:
http://www.http://www.epaepa..govgov/nerlesd1//nerlesd1/tsctsc/software./software.htmhtm
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BACKGROUND VSBACKGROUND VS 
SITE COMPARISONSSITE COMPARISONS

&&
COMPUTATION OF BACKGROUNDCOMPUTATION OF BACKGROUND 

THRESHOLD VALUES (BTV)THRESHOLD VALUES (BTV)

PART IIPART II
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BACKGROUND VSBACKGROUND VS 
SITE COMPARISONSSITE COMPARISONS

�� Why compare background contamination levelsWhy compare background contamination levels 
(mean, UPL, UTL, Percentiles) with contamination(mean, UPL, UTL, Percentiles) with contamination 
levels introduced by some potentially responsible partylevels introduced by some potentially responsible party 
(PRP) at an industrial site?(PRP) at an industrial site?

�� This is a high interest topic in the area of:This is a high interest topic in the area of:
–– making cleanup decisions such asmaking cleanup decisions such as -- Where to clean? HowWhere to clean? How 

much (to what concentration level) to clean?much (to what concentration level) to clean?

–– verification of the attainment of cleanup levels (such asverification of the attainment of cleanup levels (such as 
represented byrepresented by BTVsBTVs) at a polluted site) at a polluted site -- perhaps afterperhaps after 
performing some remediation actions.performing some remediation actions. 
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Workshop ObjectivesWorkshop Objectives -- BackgroundBackground 
�� Discuss comparison of siteDiscuss comparison of site vsvs background data.background data.

1.1. Based upon two sample comparisons:Based upon two sample comparisons: 

–– to be used when enough site and background data areto be used when enough site and background data are 
available.available.

2. Based upon background threshold values:2. Based upon background threshold values:

–– when individual site values (typically used when enough sitewhen individual site values (typically used when enough site 
data are not available) are to be compared with a BTV.data are not available) are to be compared with a BTV.
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Workshop ObjectivesWorkshop Objectives -- BackgroundBackground 
�� To estimateTo estimate BTVsBTVs using:using: 

–– 95% upper prediction limits (95% upper prediction limits (UPLsUPLs))
–– 95% upper percentiles95% upper percentiles –– parametric and nonparametric and non--parametricparametric

�� To identify site outliersTo identify site outliers –– perhaps representingperhaps representing 
contaminated areas, site hotspots in comparison with thecontaminated areas, site hotspots in comparison with the 
site background:site background:

–– Discussion on how to interpret site values exceedingDiscussion on how to interpret site values exceeding BTVsBTVs..
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Workshop OutlineWorkshop Outline
�� Comparison of background versus site data:Comparison of background versus site data:

–– Two sample comparisons with enough dataTwo sample comparisons with enough data
–– Comparison of each site value with BTVComparison of each site value with BTV

�� Computation ofComputation of BTVsBTVs
–– 95%95% UPLsUPLs
–– 95% upper percentiles (95% upper percentiles (parametericparameteric/nonparametric)/nonparametric)

�� Illustrations using real data setsIllustrations using real data sets
�� Recommended procedure to computeRecommended procedure to compute BTVsBTVs
�� How to interpret site values exceedingHow to interpret site values exceeding BTVsBTVs?? 
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Evaluation of Background and Site DataEvaluation of Background and Site Data
�� Two Sample comparisons:Two Sample comparisons:

–– Site versus BackgroundSite versus Background –– used when enough data from theused when enough data from the 
two populations are available.two populations are available.

–– Discussed in detail in EPA 2002 CERCLA BackgroundDiscussed in detail in EPA 2002 CERCLA Background 
Guidance Document.Guidance Document.

�� Computation ofComputation of BTVsBTVs::

–– Compare individual site observations with some BTV.Compare individual site observations with some BTV.
–– If most site data (e.g., > 95%) fall below BTV, then site dataIf most site data (e.g., > 95%) fall below BTV, then site data 

can be considered as coming from the background population.can be considered as coming from the background population.
–– Site observations > BTV may require further investigation.Site observations > BTV may require further investigation. 
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Evaluation of Background vs SiteEvaluation of Background vs Site
DataData-- Attainment of Cleanup Standard?Attainment of Cleanup Standard?
�� Is site contaminated? Do Site and Background dataIs site contaminated? Do Site and Background data 

come from the same statistical population?come from the same statistical population? 

�� Two Ways to address these questions.Two Ways to address these questions.

1. If enough site and background data (e.g.,1. If enough site and background data (e.g., $$10 points):10 points): 
–– Perform two sample comparisons: tPerform two sample comparisons: t--test, Wilcoxon Ranktest, Wilcoxon Rank 

Sum Test / MannSum Test / Mann -- Whitney TestWhitney Test –– discussed in backgrounddiscussed in background 
CERCLA document.CERCLA document. 

2. When individual (and not mean) site values are to be2. When individual (and not mean) site values are to be 
compared with some background value:compared with some background value:

–– Compute BTVCompute BTV –– procedures not provided in CERCLAprocedures not provided in CERCLA 
background document.background document.
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Two Sample ComparisonsTwo Sample Comparisons
�� 1.1. Null (baseline condition) hypothesis is HNull (baseline condition) hypothesis is H00 :: µµss ## µµbb,, 

vs alternative hypothesis, Hvs alternative hypothesis, H11 ::µµss >> µµbb.. 
–– HH00 calledcalled -- Background Test Form 1.Background Test Form 1. 
–– This hypothesis is useful to verify the attainment of cleanupThis hypothesis is useful to verify the attainment of cleanup

standards after some remediation actions have beenstandards after some remediation actions have been 
performed at a typical contaminated site.performed at a typical contaminated site.

It is assumed that the null hypothesis is true, that is theIt is assumed that the null hypothesis is true, that is the
site has been cleaned enough to attain cleanup standardssite has been cleaned enough to attain cleanup standards
(such as background mean value).(such as background mean value).
–– Using the available data, the burden of proof is to prove itUsing the available data, the burden of proof is to prove it

otherwise (e.g., reject the null hypothesis and conclude thatotherwise (e.g., reject the null hypothesis and conclude that
the site mean still exceeds the background mean).the site mean still exceeds the background mean). 
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Two Sample ComparisonsTwo Sample Comparisons
�� 2.2. Null (baseline condition) hypothesis is HNull (baseline condition) hypothesis is H00 :: µµss$$ µµbb,, 

vs alternative hypothesis, Hvs alternative hypothesis, H11 ::µµss<< µµbb.. 
–– Called Background Test Form 2.Called Background Test Form 2. 

�� This Null hypothesis is protective of the environmentThis Null hypothesis is protective of the environment 
and human health.and human health.

�� It is assumed that the null hypothesis is true (that is theIt is assumed that the null hypothesis is true (that is the 
site is dirty and may be impacted by the site activities).site is dirty and may be impacted by the site activities). 

�� Some times, a factor, S>0 (e.g., =Some times, a factor, S>0 (e.g., =ssbb, background, background sdsd) is) is 
added to the right hand side of the Form 2 hypothesesadded to the right hand side of the Form 2 hypotheses 
stated above.stated above.
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Two Sample ComparisonsTwo Sample Comparisons
�� Using the available data, the burden of proof isUsing the available data, the burden of proof is 

to prove it otherwise (e.g., reject the nullto prove it otherwise (e.g., reject the null 
hypothesis and conclude the site is clean).hypothesis and conclude the site is clean). 

�� This Form 2 is often used when not much isThis Form 2 is often used when not much is 
known about an area of concernknown about an area of concern –– such as priorsuch as prior 
to remediation actions etc.to remediation actions etc.
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Real Example:Two Sample ComparisonsReal Example:Two Sample Comparisons
�� Real data set (C&R Battery Site)Real data set (C&R Battery Site) ––

COPCsCOPCs are inorganics. Consider Mnare inorganics. Consider Mn 

�� MW 1= Upgradient background wellMW 1= Upgradient background well

�� MW6, MW7, MW8, MW9 = Downgradient wellsMW6, MW7, MW8, MW9 = Downgradient wells

�� Should perform ANOVA for more than 2 populationsShould perform ANOVA for more than 2 populations ––
beyond the scope of Workshop.beyond the scope of Workshop.

�� Graphical Comparison FirstGraphical Comparison First 
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Real Mn Data: Box PlotsReal Mn Data: Box Plots 
For Three Monitoring WellsFor Three Monitoring Wells

Well ID 

M
n 

981 
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1000 

0 

Boxplot of Mn vs Well ID 
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Assumptions Needed to PerformAssumptions Needed to Perform 
Two Sample ComparisonsTwo Sample Comparisons

�� Samples should be normally distributed for tSamples should be normally distributed for t--test.test.
�� Two populations should be independent.Two populations should be independent.
�� No distributional assumptions needed for WRSNo distributional assumptions needed for WRS 

test or for Manntest or for Mann -- Whitney two sample tests.Whitney two sample tests.
Caution:Caution: 
�� Do not use tDo not use t--test on logtest on log--transformed data totransformed data to 

compare means of two populationscompare means of two populations –– aa 
common mistake.common mistake.

�� Use nonparametric tests instead.Use nonparametric tests instead.
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Real Mn Data:Two Sample ComparisonReal Mn Data:Two Sample Comparison
TwoTwo--Sample TSample T--Test for Mn: Background (MW1) vs MW8Test for Mn: Background (MW1) vs MW8

ID N Mean StDev SE MeanID N Mean StDev SE Mean
1 16 502.4 59.4 151 16 502.4 59.4 15
8 16 1998 839 2108 16 1998 839 210

Difference = mu (1)Difference = mu (1) -- mu (8)mu (8)
Estimate for difference:Estimate for difference: --1495.751495.75
95% upper bound for difference:95% upper bound for difference: --1127.231127.23

TT--Test of difference = 0 (vs <): TTest of difference = 0 (vs <): T--Value =Value = --7.12 P7.12 P--Value = 0.000Value = 0.000 
DF = 15, highly significant.DF = 15, highly significant.

Conclusion: Reject HConclusion: Reject H00 and conclude MW8 has much higher meanand conclude MW8 has much higher mean 
Mn than that of MW1 (upgradient well).Mn than that of MW1 (upgradient well).
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Real Mn Data:Normality Test for MW1Real Mn Data:Normality Test for MW1
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Real Mn Data:Normality Test for MW8Real Mn Data:Normality Test for MW8
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Real Mn Data:Two Sample ComparisonReal Mn Data:Two Sample Comparison
MannMann--Whitney Test and CI: MW1Whitney Test and CI: MW1--Mn, MW8Mn, MW8--MnMn 

N MedianN Median
MW1MW1--Mn 16 502.0Mn 16 502.0
MW8MW8--Mn 16 1750.0Mn 16 1750.0

Point estimate for ETA1Point estimate for ETA1--ETA2 isETA2 is --1237.01237.0
95.2 Percent CI for ETA195.2 Percent CI for ETA1--ETA2 is (ETA2 is (--1509.1,1509.1,--1025.2)1025.2)

W = 136.0W = 136.0
Test of ETA1 = ETA2 vs ETA1 < ETA2 is significant at 0.0000Test of ETA1 = ETA2 vs ETA1 < ETA2 is significant at 0.0000
The test is significant at 0.0000 (adjusted for ties)The test is significant at 0.0000 (adjusted for ties)

Conclusion: Reject HConclusion: Reject H00, and conclude MW8 has higher Mn than, and conclude MW8 has higher Mn than 
that of MW1that of MW1
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Real Mn Data:Two Sample ComparisonReal Mn Data:Two Sample Comparison
TwoTwo--Sample TSample T--Test for Mn: Background (MW1) vs MW =9Test for Mn: Background (MW1) vs MW =9

ID N Mean StDev SE MeanID N Mean StDev SE Mean
1 16 502.4 59.4 151 16 502.4 59.4 15
9 16 1968 500 1259 16 1968 500 125

Difference = mu (1)Difference = mu (1) -- mu (9)mu (9)
Estimate for difference:Estimate for difference: --1465.751465.75
95% upper bound for difference:95% upper bound for difference: --1244.991244.99

TT--Test of difference = 0 (vs <): TTest of difference = 0 (vs <): T--Value =Value = --11.64 P11.64 P--Value = 0.000Value = 0.000 
DF = 15DF = 15

Conclusion: Reject HConclusion: Reject H00 and conclude MW 9 has higher mean Mnand conclude MW 9 has higher mean Mn 
than that of MW1 (Upgradient well).than that of MW1 (Upgradient well).
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How to Compute BackgroundHow to Compute Background 
Threshold Values (BTV)?Threshold Values (BTV)?

�� Often need to computeOften need to compute BTVsBTVs for Superfund Sitefor Superfund Site 
EvaluationsEvaluations -- such as used for:such as used for:
–– Andrews Air Force BaseAndrews Air Force Base
–– South Weymouth Naval Air StationSouth Weymouth Naval Air Station
–– AMTL Charles River SiteAMTL Charles River Site
–– Wallops Air FacilityWallops Air Facility
–– FortFort BenningBenning Site, GeorgiaSite, Georgia

�� No clear guidelines provided in Background CERCLANo clear guidelines provided in Background CERCLA 
Document (2002) for Soils (EPA 540Document (2002) for Soils (EPA 540--RR--0101--003,003, 
OSWER 9285.7OSWER 9285.7--41) or in any other Navy or EPA41) or in any other Navy or EPA 
document on how to compute BTVs.document on how to compute BTVs.
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How to ComputeHow to Compute BTVsBTVs??

�� Parametric Background Values:Parametric Background Values:
–– 95% upper prediction limit (UPL)95% upper prediction limit (UPL) –– also given in EPAalso given in EPA 

1992 RCRA document addendum.1992 RCRA document addendum.

–– 9595thth upper percentile based upon background dataupper percentile based upon background data 
distributiondistribution –– mentioned in some Navy documents.mentioned in some Navy documents.

–– However, formulae to compute the percentiles are missing.However, formulae to compute the percentiles are missing.

�� Make sure no significant outliers and/or multipleMake sure no significant outliers and/or multiple 
populations are presentpopulations are present –– treat them separately.treat them separately.
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95% Parametric UPL95% Parametric UPL

�� (1(1--"")100)100% UPL for normal background data% UPL for normal background data 
sets (EPA 1992 RCRA document).sets (EPA 1992 RCRA document).

�� UPL for lognormal dataUPL for lognormal data -- obtained using logobtained using log--
transformed data and then back transformation.transformed data and then back transformation.
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Normal 95% Upper PercentilesNormal 95% Upper Percentiles
�� Determine background data distribution first.Determine background data distribution first.
�� Make sure no significant outliers and/or multipleMake sure no significant outliers and/or multiple 

populations are presentpopulations are present..
�� For Normal distribution, the p100% percentile is:For Normal distribution, the p100% percentile is:

�� zzpp = upper p100= upper p100thth (e.g., =95%) percentile of N(0,1).(e.g., =95%) percentile of N(0,1).
�� If distributions of site and background data are reallyIf distributions of site and background data are really 

the same (meaning no contamination due to sitethe same (meaning no contamination due to site 
activities), then site data should lie below theactivities), then site data should lie below the 
background 95% upper percentile with 0.95background 95% upper percentile with 0.95 
confidence coefficient.confidence coefficient.

ˆp px x sz= + 
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Lognormal 95% Upper PercentilesLognormal 95% Upper Percentiles
�� For lognormal Distribution, the p100% percentile is:For lognormal Distribution, the p100% percentile is:

�� zzpp = upper p100th percentile of N(0,1).= upper p100th percentile of N(0,1).
�� If distributions of site and background data are reallyIf distributions of site and background data are really 

the same (meaning no contamination due to site), thenthe same (meaning no contamination due to site), then 
site data should lie below the background 95% uppersite data should lie below the background 95% upper 
percentile with 0.95 confidence coefficient.percentile with 0.95 confidence coefficient. 

�� Similarly, one can obtain upper percentiles for gammaSimilarly, one can obtain upper percentiles for gamma 
distributiondistribution –– using inverse gamma distribution.using inverse gamma distribution.

ˆ ( )p y px exp y s z= + 
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Nonparametric BackgroundNonparametric Background 
Threshold ValuesThreshold Values

�� NonNon--parametric Background Values:parametric Background Values:
–– Current practice: The largest or second largest value based uponCurrent practice: The largest or second largest value based upon

professional judgment/site specific conditions is used toprofessional judgment/site specific conditions is used to 
estimate BTV.estimate BTV.

–– However, avoid its use, as it has no theoretical justification.However, avoid its use, as it has no theoretical justification.

–– Use simple upper 95Use simple upper 95thth percentile, xpercentile, x0.950.95 of background data.of background data.

–– Where,Where, XXpp is that value such that p100% of background datais that value such that p100% of background data 
lies at or below Xlies at or below Xpp..

�� Real data from FortReal data from Fort BenningBenning SiteSite -- discussed next:discussed next:
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Computing BTV Using 95% UPLsComputing BTV Using 95% UPLs
Real Data SetReal Data Set
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Computing BTVComputing BTV -- 95% Upper Percentiles95% Upper Percentiles
Real Data SetReal Data Set
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Computing BTVComputing BTV -- 95% Upper Percentiles95% Upper Percentiles
and 95%and 95% UPLsUPLs -- Real Data SetReal Data Set



127 

Recommended Procedure toRecommended Procedure to 
ComputeCompute BTVsBTVs

�� Make sure no significant outliers or multipleMake sure no significant outliers or multiple 
populations are present in the background data set.populations are present in the background data set.

�� Background statistics should be computed based uponBackground statistics should be computed based upon 
a single sample (from the background population)a single sample (from the background population) 
without outliers.without outliers. 

�� Use graphical displays to visualize dataUse graphical displays to visualize data –– these providethese provide 
useful info about outliers, multiple populations etc.useful info about outliers, multiple populations etc.

�� Determine background data distribution.Determine background data distribution.
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Recommended Procedure toRecommended Procedure to 
ComputeCompute BTVsBTVs

�� Use 95% UPL or 95% upper percentile forUse 95% UPL or 95% upper percentile for 
normal, lognormal, or gamma distribution.normal, lognormal, or gamma distribution.

–– Note lognormal distribution yields higherNote lognormal distribution yields higher BTVsBTVs..

�� For nonparametric data sets, use the 95% upperFor nonparametric data sets, use the 95% upper 
percentiles instead of arbitrarily chosen largestpercentiles instead of arbitrarily chosen largest 
or 2or 2ndnd largest value.largest value.
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Determining Outlying Site ValuesDetermining Outlying Site Values 
and Hot Spotsand Hot Spots-- Per EPA 2002Per EPA 2002

�� 2002 EPA CERCLA background document suggests the2002 EPA CERCLA background document suggests the 
identification of site outliers based upon backgroundidentification of site outliers based upon background 
95% UTLs.95% UTLs. 

�� Background 95% UPL or 95% upper percentile can alsoBackground 95% UPL or 95% upper percentile can also 
be used to identify contaminated site values.be used to identify contaminated site values.

�� Site values exceeding a BTV may be considered asSite values exceeding a BTV may be considered as 
coming from a population different from the sitecoming from a population different from the site 
background suggesting contamination due to sitebackground suggesting contamination due to site 
activities (perhaps representing a hot spot).activities (perhaps representing a hot spot).
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Determining Outlying SiteDetermining Outlying Site 
Values and Hot SpotsValues and Hot Spots

�� According to CERLA document, site outliersAccording to CERLA document, site outliers 
exceeding BTV can be interpreted as hot spotsexceeding BTV can be interpreted as hot spots 
(contaminated parts of the site)(contaminated parts of the site) –– needing furtherneeding further 
investigation.investigation.
–– In practice, individual site values can exceed the BTVIn practice, individual site values can exceed the BTV 

even when the site mean and the background meaneven when the site mean and the background mean 
appear to be the same.appear to be the same.

–– It is desirable to use the two sample tests (providedIt is desirable to use the two sample tests (provided 
enough data are available) as well as theenough data are available) as well as the BTVsBTVs toto 
perform site and background comparisons.perform site and background comparisons.


