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Schedule

1:00 Introduction
1:15 Dealing with Censored Data
2:00 Using the Kaplan-Meier Method (class exercise)
2:30 Comparison of Methods and Conclusion
2:45 Break
3:00 Using Visual Sample Plan
4:30 Conclude
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Purpose of the presentation

To consider several different methods for dealing 
with censored data:

– replace <DL with zero
– replace <DL with DL
– replace <DL with DL/2
– adjust estimators using Normality (Cohen)
– estimate directly using Normality (Regression)
– estimate directly nonparametrically (Kaplan-Meier)

To gain an understanding of how Visual Sample Plan 
can be used to analyze data already collected
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Dealing with Censored Data

2

Purpose of the talk

To consider several different methods for dealing 
with censored data:

– replace <DL with zero
– replace <DL with DL
– replace <DL with DL/2
– adjust estimators using Normality (Cohen)
– estimate directly using Normality (Regression)
– estimate directly nonparametrically (Kaplan-Meier)
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Arsenic in Soil Samples
The following data values have been recorded and 
submitted for analysis and comment:

1.752 <1.000
(0.944)

1.418 1.477 <1.000
(0.897)

<1.000
(0.777)

1.289 1.498 <1.000
(0.818)

<1.000
(0.622)

1.327 <1.000
(0.919)

1.060 <1.000
(0.455)

1.358

<1.000
(0.977)

1.045 <1.000
(0.806)

1.563 1.148

(Actually the method is accurate to 3 decimal places and 
can measure reliably down to its own limit of 0.00005)
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Replacement Method: zero for all <DL

This is the impact of substituting an artificial value 
(in this case zero) into a data set: the mean is far 
too low and the variance (square of the standard 
deviation) far too large

Complete Data Substitute zero
Mean 1.108 0.747
Variance 0.117 0.505
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Replacement Method: DL for all <DL

This is the impact of substituting an artificial value 
(in this case the DL) into a data set: the mean is far 
too high and the variance (square of the standard 
deviation) far too small

Complete Data Substitute DL
Mean 1.108 1.422
Variance 0.117 0.099
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Replacement Method: DL/2

This is the impact of substituting artificial values 
into a data set: the mean is too low and the variance 
(square of the standard deviation) too large

Complete Data Substitute DL/2
Mean 1.108 0.972
Variance 0.117 0.302
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Cohen's Method: Assumptions

This method requires that the data without the nondetects 
be Normally distributed (non-detect data being the lower 
tail of the Normal but not recorded of course)

This method assumes that there is only one detection limit 
in the data set

This is known as a Maximum Likelihood Method because 
of the assumption of Normality 

8

Cohen's Method: Setup
Let X1, X2, ..., Xm, ..., Xn represent all the n data values 
ranked from largest to smallest

The first "m" values represent the data values above the 
detection limit (DL), and the remaining "n-m" data points 
are those below the detection limit
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Cohen's Method: Calculations
Compute the sample mean and the sample variance from 
only the “m” above detection data values

Obviously the mean will be too large as we have ignored 
the small undetected values, and the variance too small 
as we have effectively compacted together the data

values of number total the is    n
values detected of number the is   m

deviation standard sample the is   s
mean sample the is  X

d

d
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Cohen's Method: Obtaining values

The mean will be lowered and the variance enlarged 
through the use of factors:

and                             

These are used together in a set of tables (EPA/QA/G-9S, 
Table A-11) to find the value: 
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Cohen's Method: Adjusting
Estimate the corrected sample mean and corrected 
sample variance to account for the data below the 
detection limit:

12

Cohen's Method: Arsenic Example

Let X1, X2, ..., Xm, ..., Xn represent all the n data values 
ranked from largest to smallest
1.752, 1.563, 1.498, 1.477, 1.418, 1.358, 1.327, 1.289, 
1.148, 1.060, 1.045, <1.000, <1.000, <1.000, <1.000, 
<1.000, <1.000, <1.000, <1.000, <1.000

The first "m" values represent the data values above the 
detection limit (DL), and the remaining "n-m" data points 
are those below the detection limit
n = 20, m = 11, n-m = 9

Compute the sample mean and the sample variance 
from only the “m” above detection data values
Sample Mean = 1.358  Sample Variance = 0.0524      
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Cohen's Method: Obtaining values for 
Arsenic example

The first factor is then 11/20 = 0.55

The second factor is then 0.0524/(1.358 – 1.000)2 = 0.409

The third factor uses these two factors and Table A-11
= 1.113

14

Table A-11
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Cohen's Method: Adjusting for the 
Arsenic Example

Estimate the corrected sample mean and corrected 
sample variance to account for the data below the 
detection limit:

= 1.358 – 1.113(1.358 – 1) = 0.960

= 0.0524 + 1.113(1.358 – 1)2 = 0.195
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Cohen's Maximum Likelihood Method

This is the impact of assuming Normality substituting 
estimated  values into a data set: the mean is a little too 
low and the variance (square of the standard deviation) 
a little too large.  Maximum likelihood estimation needs 
a fair amount of data to make the initial estimates.

Complete Data Cohen's method
Mean 1.108 0.960
Variance 0.117 0.195
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Regression on Order Statistics Method

• ROS uses a Normal Probability Plot with the Y-values being
the actual values observed, the X-values being the inverse 
standard normal cumulative density function.

• Imagine a Normal curve superimposed on the data and then 
see how well the data fit the curve.

• Regression on Order Statistics essentially bends the Normal
curve back to a straight line (X-axis) that has the spacing 
between x-values unequal but related to a Normal curve.

• Ordinary least squares regression is used to find the intercept
(the mean) and slope of the line (the standard deviation. 
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Regression on Order Statistics Method

This is the impact of assuming Normality and using 
Regression on Order Statistics; intercept being 1.197 
and the slope of the line being 0.219.  The mean is fairly 
well estimated but the variance (square of the standard 
deviation) too small.

Complete Data ROS method
Mean 1.108 1.197
Variance 0.117 0.048
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Kaplan-Meier Method: Assumptions

This method does not require knowing the distribution of 
the data

This method can accommodate multiple different 
detection limits in the data set

This is known as the flip version of censored survival data 
analysis 

20

Arsenic in Soil Samples
The following data values have been recorded and 
submitted for analysis and comment (note: there are now 
2 detection limits; 0.800 and 1.000):

1.752 0.944 1.418 1.477 0.897

<0.800
(0.777)

1.289 1.498 0.818 <0.800
(0.622)

1.327 0.919 1.060 <0.800
(0.455)

1.358

0.977 0.622 <1.000
(0.806)

1.563 1.148

(Actually the method is accurate to 3 decimal places and 
can measure reliably down to its own limit of 0.00005)
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Kaplan-Meier Method: The set up

This method is an adaptation of censored survival data 
analysis which investigates the time to failure or death.

To make the method applicable to detection limit 
problems we must chose a number well clear of the real 
data set and then “flip” the data around this number

For the Arsenic example the maximum was 1.752 and so 
we can chose 2 (or 3 or 4, it makes no difference) and our 
flip point.

1.752 when flipped is 0.248, 1.563 becomes 0.437, and the 
smallest recorded value, 0.622 becomes 1.378.  

22

Kaplan-Meier Method: The method

This method will find a specific probability (denoted as gi) 
for each Xi (the flipped values) using an “Incremental 
Survival Probability” (actually through use of a table you 
have to construct).

The “gi” and “Xi” will be put together to make estimates of 
the mean and variance:

Mean = ∑giXi

Variance = ∑giXi2 - (Mean)2

The Mean is then flipped back to the original scale but the 
variance is left as it is.
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Kaplan-Meier Method: The calculation

0.05000.500010/11111100.9401.060

0.05000.550011/1211290.8521.148

0.05000.45009/11110110.9551.045

0.16875003318>1.200<0.800

0.056250.16884/514171.1820.818

0.056250.22505/615161.1030.897

0.056250.28136/716151.0810.919

0.056250.33757/817141.0560.944

0.056250.39388/918131.0230.977

0.05000.600012/1311380.7111.289

0.05000.650013/1411470.6731.327

0.05000.700014/1511560.6421.358

0.05000.750015/1611650.5821.418

0.05000.800016/1711740.5231.477

0.05000.850017/1811830.5021.498

0.05000.900018/1911920.4371.563

0.05000.950019/2012010.2481.752

gSp=(b-d)/bdb = n-r+1rankFlip on 2Data

24

Kaplan-Meier Method: Explained

Col 1: The actual data values (non-detects indicated by a 
dashed line)

Col 2: The “flipped data” = 2 minus the actual value
Col 3: Rank order (the missing ranks belong to non-detects)
Col 4: b = n–r+1 where n= total (20), r = rank 
Col 5: d = number of observations for this value (1 in this case)
Col 6: p = (b - d)/b
Col 7: S = The S from the previous row multiplied by the p for

the current row (starts at 1.0000)
e.g. 10th data value: S = 0.5500 x 10/11 = 0.5000

Col 8: g = The S from the previous row minus the S for the 
current row (starts at 1.0000)

e.g. 10th data value: g = 0.5000 – 0.4500 = 0.0500
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Kaplan-Meier Method: Mean & Variance

Mean = ∑giXi and Variance = ∑giXi
2 - (Mean)2

The Xis are the flipped values and the gis come from the table

Mean = 0.05x0.248 + …+ 0.16875x1.200 = 0.8620

Variance = 0.05x0.2482 +…+0.16875x1.2002 – 0.86202 = 0.085

The true Mean is then 2 – 0.8620 = 1.138 and the variance 0.085

26

Kaplan-Meier Method

This shows the non-parametric approach to dealing with 
non-detects; the mean is just a little too low and the 
variance (square of the standard deviation) just a little 
too large – both are very close to the true values.

Complete Data Kaplan-Meier
Mean 1.108 1.138
Variance 0.117 0.085
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Comparison of Methods

½ DL: Not too good but very easy to find the estimates

Cohen/ROS: Fairly good considering the high non-detect rate 
(45%) but the methods need work in calculating estimates

Kaplan-Meier: Very good, with a positive point that the method 
can account for multiple detection limits, but considerable work
is needed to calculate the estimates

0.0850.195    0.0480.505  0.099 0.3020.117Var

1.1380.960    1.1970.747  1.422 0.9721.108Mean

K-MCohen   ROSZero     DL   ½ DLTrue

28

Summary

Percentage of 
Nondetects Statistical Analysis Method
<~15% Replace non-detects with DL/2

15% - 50%
Cohen's Maximum Likelihood Method 
Kaplan-Meier’s Nonparametric Method

>50% Problem: No method preferred

16
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Kaplan-Meier Method: The set up

First chose a number (“flip point”) well clear of the real 
data set and then “flip” the data around this number; 
these are now called the flipped values

This method will find a specific probability (denoted as gi) 
for each Xi (the flipped values) using a table 

The “gi” and “Xi” will then be put together:

Mean = ∑giXi

Variance = ∑giXi
2 - (Mean)2

The Mean is then flipped back to the original scale and the 
variance is left as it has just been calculated.

2

Kaplan-Meier Method: The calculation

gSp=(b-d)/bdb = n-r+1rankFlippedData

18
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Kaplan-Meier Method: Explained

Col 1: The actual data values 
Col 2: The “flipped data” = Flip point minus the actual value
Col 3: Rank order (the missing ranks belong to non-detects)
Col 4: b = n–r+1 where n= total, r = rank 
Col 5: d = number of observations for this value 
Col 6: p = (b - d)/b
Col 7: S = The S from the previous row multiplied by the p for

the current row (starts at 1.0000)
Col 8: g = The S from the previous row minus the S for the 

current row (starts at 1.0000)
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Actual data :Tetrachloroethelene

Data value concentration units are µg/m3

0.81, <0.68, <0.68, 0.95, <0.68, <0.68, <0.68
<0.68, 9.29, 1.90, 0.88, 2.98, 0.75, 5.97

Note that the total number of observations is 14, 
of which 6 are below detection (42.9%)

Step 1: Rearrange the data values largest to smallest:
9.29, 5.97, 2.98, 1.90, 0.95, 0.88, 0.81, 0.75, and then 
<0.68 six times

Step 2: As the largest value is 9.29 let us choose 10.00
to be the flip point

19
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Kaplan-Meier Method: Mean & Variance

>9.32

ΣgiXi
2---ΣgiXi------

9.25

9.19

9.12

9.05

8.10

7.02

4.03

0.71

giXi
2Xi

2giXigiXi

6

Kaplan-Meier Method: Mean & Variance

86.8624>9.32

---------

85.56259.25

84.45619.19

83.17449.12

81.90259.05

65.61008.10

49.28047.02

16.24094.03

0.50410.71

giXi
2Xi

2giXigiXi
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Kaplan-Meier Method: Mean & Variance

Mean = ∑giXi and Variance = ∑giXi
2 - (Mean)2

The Xis are the flipped values and the gis come from the table

Mean =
Variance =

The true Mean is then Flip point  minus the Mean from above,
Variance is the same as just calculated
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Conclusions

2

Actual data :Tetrachloroethelene

Data value concentration units are µg/m3

Cancer 10-5 risk concentration is 1.7µg/m3

0.81, <0.68, <0.68, 0.95, <0.68, <0.68, <0.68
<0.68, 9.29, 1.90, 0.88, 2.98, 0.75, 5.97

Note that the total number of observations is 14, 
of which 6 are below detection (42.9%)

Choices:  
a) Replace <0.68 by 0.34 (DL/2)
b) Adjust using Cohen’s Method
c) Use Kaplan-Meier Method  

22
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Comparison of methods

a) Half Detection Level substitution
Estimated mean = 1.826
Estimated variance = 7.027

We know its biased but unknown which way

b) Cohen’s Maximum Likelihood Method
Estimated mean = 0.941
Estimated variance = 14.256

We know this could be biased if not Normal data

c) Kaplan-Meier’s Nonparametric Method
Estimated mean = 1.974
Estimated variance = 6.129

We know this is slightly biased a little too high

4

Another look at the data (1)

*                                                               Detected green
*                                                         Non-detected red
*
*
*   
* **** *            *                                     *      *

0____ 1_____2_____3_____4_____5_____6_____7_____8_____9____10
DL                                              Original data

Could there be some outliers in the data?
Could the <DL values be uniformly spread out below the DL? 
Could the data be (or assumed to be) Normal/Lognormal?
Could this be something strange?
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Another look at the data (2)

*                                                               Detected green
*                                                    Non-detected red
*
*
*   
* *  * * *             *                *              *

-2.0____________-1.0___________0____________1.0___________ 2.0____
DL                                      Logarithm of original data

Could there be some outliers in the data?
Could the <DL values be uniformly spread out below the DL? 
Could the data be (or assumed to be) Normal/Lognormal?
Could this be something strange?

6

What to do when non-detects > 50%

The absence of real values stresses the theoretical 
solutions and bias starts to become a serious problem

Some possibilities:

- Substitute 1/2 Detection Level
- Cohen’s Maximum Likelihood Assuming Normality
- Kaplan-Meier (Adjusted)
- Maximum Likelihood Assuming Lognormality
- Regression on Order Statistics

but these take great effort and all have significant problems
depending on number of samples, distribution, and DL. 
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But which one shall I use? 

One way to discuss the performance of rival methods 
is to use simulation techniques.  A small sample is 
taken from a known distribution of data, censored at 
some desired level, and estimates calculated by some 
method.  This is repeated thousands of times and the 
results compared to see how each well each method 
did in comparison with the known distribution.

Another method is to test the competing methods using 
data sets that are known relatively accurately.  These 
data sets are specially chosen to be representative of 
the type of data sets encountered in practice.

8

Has anyone done this? 

For simulation studies there are at least 12 investigations 
and these are summarized in Nondetects and Data Analysis, 
2005 by Dennis R. Helsel (Chapter 6).

For comparison studies the most recent is Evaluation of 
Statistical Treatments of Left-Censored Environmental Data 
using Coincident Uncensored Data Sets, 2008 by Ronald C. 
Antweiler and Howard E. Taylor, ES&T, 42, No.10.

They do not completely agree on the best methods to use…
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Simulation (S) versus Comparison (C)

Type of data used:
S: Known distribution datasets
C: Actual environmental datasets

Influence of sample size on results:
S: Seemed to be a change around n = 50
C: Made only minor differences

Amount of censoring where all methods are poor
S: Between 60% - 80%
C: Roughly 70% 

10

Simulation studies 

Helsel’s recommendations:

Report only high sample 
percentiles (95th, 99th)

Report only % above a 
meaningful threshold

>80%
non-detects

Maximum LikelihoodMaximum Likelihood
Reg. on Order Stats

50% - 80%
non-detects

Kaplan-MeierKaplan-Meier<50%
non-detects

> 50        
observations

< 50
observations

Percent
Censored

26
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Comparison studies 

Antweiler and Taylor’s recommendations:

DL/2: good
Kaplan-Meier: good
Reg on Ord Stat: quite good

DL/2: good
Kaplan-Meier: very good

Standard 
deviation

DL/2: fair
Kaplan-Meier: quite good
Reg on Ord Stat: quite good

DL/2: quite good
Kaplan-Meier: very goodMean

>70%
censored data

<70%
censored  data

Parameter 
estimated

12

What to do, what to do…

The choice of method to use should be related to the 
intended use of the data.  Some (informal) recommendations:

Kaplan-MeierKaplan-MeierKaplan-MeierRegulatory 
use

Cohen (if 
Normal, Kaplan-
Meier otherwise)

Kaplan-Meier
Cohen (if apprx
Normal)

Kaplan-MeierPublication 
use

Cohen (if 
Normal, Kaplan-
Meier otherwise)

DL/2 (provided 
less than approx 
15% <DL)

DL/2 (provided
only a few <DL)

Exploratory 
use

Quite large
sample

Fairly large 
sample

Fairly small
sample

27



Visual Sample Plan 
Demonstration

2

What is VSP?

• Data Quality Objectives based systematic planning 
software to determine the number and location of 
environmental samples

• Provides statistically defensible decisions 
• Has the capability to perform statistical and data quality 

assessments
• Sponsored by different government agencies: EPA, DoD, 

DOE, CDC, UKAWE

Available free at http://vsp.pnl.gov

28



3

VSP Sponsors

• U.S. Environmental Protection Agency (EPA) 
– Office of Solid Waste and Emergency Response
– Office of Environmental Information

• U.S. Dept. of Energy (DOE)
– HS, LM, EM

• U.S. Dept. of Defense (DoD)
– SERDP/ESTCP

• U.S. Dept. of Homeland Security (DHS) 
– Technical Support Working Group (TSWG)
– Chemical and Biological Countermeasures

• U.S. Centers for Disease Control (CDC/NIOSH)
• U.K. Atomic Weapons Establishment (UKAWE)

4

Sponsor-Based VSP Version Management

DOEDOE

FY 96-01 FY 
02

FY 05FY 03/04

Version
1.0

Version
2.0

Version
4.0

Version
4.X to 5.0

Version
2.X and 3.0

• User Interface
• SRS, Hotspot Samp
• Mapping Tools
• Hot Spot Methods
• Parametric/Nonp.
• Interactive Graphics
• MARRSIM

• QA
• User’s Guide
• Tech Methods 

document

• Report Generator
• Sensitivity Anal.
• Decision based 

user interface
• Historical Samples
• Update User Guide
• Sequential Samp.

• Rank Set Sampling
• Stratified Sampling
• Adaptive Sampling
• Report Generator
• VSP Helps & QA Tests
• Version Configuration

• Swath/Transect Samp.
• UXO Target Detecting

EPA
OSWER

EPA
OEI

DoD
SERDP/ESTCP

DoD
Navy

• QA Testing
• Technical 

Documentation
• FIELDS 

Integration Plan

• Data Analytics & 
Stat Assessment

• DQA Assessment
• Training
• Backgrd compar. 

w/unequal n

• VSP Training 
Course Dev.

• QA, Tech Docs, 
& 3.0 User’s 
Manual

• Collaborative 
Sampling 
Module.

• Post UXO 
Surveys

• Tools Demos
• UXO DQO Strat.

• Linear Adaptive 
Boundary 
Sampling for 
Range Sustain.

DHS
• Bio-terrorist 

Contaminated 
Building 
Sampling

• 3 D Room 
Visualization

UK

• Normality Tests
• Stat Analyes
• Decision Support 
• Concurrent 

Designs
• 2.5 Day Training
• Trend Detection 

• 2.5 Day Training
• QA, Tech Docs, & 

4.0 User’s Manual

• Start 3-D Designs  
& Visualizations.

• Simulated Site 
Demos

• DQO Based 
Transect Designs

• UXOTarget Area 
Find, Delineation 
Methods

• Post UXO Surveys

• Individual Sample 
Decision Rules

• Within Building 
Visualization

• VSP Help
• More Report 

Generators
• Within Building 

Sample Design 
and Analysis

FY 06+

• < Detect Methods
• GeoStat Kriging

(Simple)
• Map Enhances
• Composite Sampling
• Hotspots w/ uncert’ty
• 2.5 Day Training 

• 2.5 Day Training
• 3-D ; Expert Mentor
• QA, Tech Docs.

• 3-D Designs  & 
Visualizations.

• 2.5 Day Training
• Expert VSP Mentor
• Misc. Improvement

• Site Demos
• UXO Methods/VSP 

Enhancements
• GeoStat Transect 

Softwre Integration
• UXO Report Gen.
• UXO VSP Help

• Software 
Integration 
(BROOM)

• VSP In-buildings 
Methods Validation

• Within Building 
Enhancements

• Outlier Tests.
• Data Handling 

Enhancements
• Expert Mentor 

(Partial).
• Internationalize

29
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Multi-Agency Leveraging

• Each Agency has their own focus and needs

• Some capability requirements are shared

• No one agency can afford to support VSP development
but jointly we can

• The total is greater than the sum of its parts!

6

Visual Sample Plan

• Designed for the non-statistician
• Has visual, graphical, user-friendly interface
• Provides summary statistics of data sets
• Performs statistical and graphical tests 
• Focused on hazardous waste sites, surface contamination,  

UXO contamination and contamination of rooms

30
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VSP Design Features
• Various statistical sampling options:

– Simple Random Sampling
– Systematic Grid Sampling
– Sequential Sampling 
– Collaborative Sampling
– Stratified Sampling
– Rank-Set Sampling
– Adaptive Cluster Sampling
– Continuous Transect Sampling
– Judgmental Sampling

8

VSP Analysis Features

• Interactive diagnostic graphics for tradeoff analyses
• Visual features with locations displayed
• Normal and non-Normal distribution methods
• Sensitivity analysis features
• Automatic report generator 
• Online help, user manual, technical documents
• Documented VSP portfolio QA plan

31



Visual Sample Plan and Data 
Containing Non-detects

2

Actual data :Tetrachloroethelene

Data value concentration units are µg/m3

0.81, <0.68, <0.68, 0.95, <0.68, <0.68, <0.68
<0.68, 9.29, 1.90, 0.88, 2.98, 0.75, 5.97

Note that the total number of observations 
is 14, of which 6 are below detection (42.9%)

Rearrange the data values smallest to
largest for clarity:

<0.68, <0.68, <0.68, <0.68, <0.68, <0.68
0.75, 0.81, 0.88, 0.95, 1.90, 2.98, 5.97, 9.29

32
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4

Variance =

n x (SEmean)2

14 x 0.702292

= 6.90496
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6

Kaplan- Meier Method: Conclusion

From the hand computed method it was found:
Estimated mean      = 1.9721
Estimated variance = 6.11819

From Visual Sample Plan the results were:
Estimated mean      = 2.0021
Estimated variance = 6.90496

Why the discrepancy?
Hand computed method used the fact the detection
limit was known (0.68); Visual Sample Plan did not
do this.  VSP used the fact that that the detection
limit had to be less than the smallest observed value
(0.81) and so used 0.81 in its calculations. 

34



Visual Sample Plan and Data 
Containing Multiple Non-detects

2

Arsenic in Soil Samples

Data value concentration units are µg/m3

1.752, 0.944, 1.418, 1.477, 0.897, <0.800, 1.289,
1.498, 0.818, <0.800, 1.327, 0.919, 1.060, <0.800, 
1.358, 0.977, 1.045, <1.000, 1.563, 1.148

Note that the total number of observations is 20, of which 3 
are below detection 0.800, 1 is below detection 1.000

Rearrange the data values smallest to largest for clarity:

<0.800, <0.800, <0.800, 0.818, 0.897, 0.919, 0.944, 
0.977, <1.000, 1.045, 1.060, 1.148, 1.289, 1.327, 
1.358, 1.418, 1.477, 1.498, 1.563, 1.752
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4

Variance =
n x (SEmean)2

0.085 = 20 x 
0.0664932

36
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6

Kaplan- Meier Method: Conclusion

From the hand computed method it was found:
Estimated mean      = 1.138
Estimated variance = 0.085

From Visual Sample Plan the results were:
Estimated mean      = 1.141
Estimated variance = 0.088

Why the discrepancy?
Hand computed method used the fact the two
detection limits were known (0.8 & 1.0). VSP used the fact 
that the upper detection limit had to be less than the 
smallest value above it (1.045) and the lower detection 
limit had to be less than the smallest observed value 
(0.818) and so used these in its calculations. 
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Visual Sample Plan and the 
Analysis of Data

2

Comstock Air Monitoring Station

Ozone ppb
45 48 48 52 59
55 51 47     50 66
48 49 48 48 61
49 54 40 46 58
46 47 55 45 54
46 42 50 49 49
55 43 53 54 47
45 40 56 55 44
37 57 48 49 43
54 55 57 52 48
43 60 56 52 51
59   51 50 52 57
51 42 46 55   52
50 44 48 55 52
48 55 49 42 55
55 39 53 47 51
55 43 57 51 53
50 46 63 52 55
47 48 58 55 60
43 47 53 54 57

100 consecutive days, Summer 2005
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3

*Data entry very simple*

4

*Clear basic summary*

*Walsh’s outlier test*
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5

*Lilliefors’ Normality test*

6

*Histogram*
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7

*Quantile/Quantile plot showing 
the tails for checking Normality*

8

VSP Conclusions

• VSP is primarily a planning tool
• VSP is also an analysis tool
• Extensively peer-reviewed
• Has EPA documents as its basis

– DQO Planning Process (QA/G-4)
– Sampling Designs (QA/G-5S)
– DQA Statistical Tools (QA/G-9S)

• Free: http//:vsp.pnl.gov
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