 SEQ CHAPTER \h \r 1 HANDOUT #1 - DQA PROJECT TABLE
	Project Objective &

Data Collection Design             (Step 1)
	Observations from QA Reports, Summary Statistics, and Graphs

(Step 2) 
	Statistical Method and Assumptions

(Step 3) 
	Verification of Assumptions

(Step 4)
	Results from Statistical Method

(Step 5)

	LIST:

-
Objective

-
Parameter of interest

-
Type of analysis needed

-
Type of data collection design

-
Information on deviations from the design in the implementation

[This column will contain a project overview and information on the parameter(s) of interest, what type of analysis is needed, any significant deviations from the sampling design.]

	LIST:

- Non-detects

- Probable distribution

- Potential outliers

- Anomalies

[This column will contain information that will provide insight into which assumptions might be met and will give the analyst an idea of what the data are.]
	LIST:

- Analysis method

- Assumptions to verify

- Significance levels

[This column will contain information on the statistical method and its assumptions.  For each method, there will be an accompanying set of assumptions.]
	LIST: 

-
Assumptions, whether they were met, and how they were verified (including significance levels)
[This column will describe what assumptions were checked, how they were checked, and what the results were.]
	LIST: 

-
Final results from data analysis

-
Other factors affecting the final product or decision 

[This column will summarize the final results from the statistical test and other factors to consider in the final product or decision.]
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	Step
	INPUT
	PROCESS
	OUTPUT


	1
	· QA Project Plan or any other planning documents

· Project objective or question to be answered; decision performance criteria or other performance and acceptance criteria

· Reports (e.g, Field Sampling Plan) on implementation of sampling plan
	· Translate objectives into a statement of the primary statistical hypothesis or estimation goal

· Translate objectives into tolerable limits on the probability of committing decision errors

· Review the sampling design and note any special features or deviations
	· Well-defined project objectives and criteria

· Verification that the hypothesis chosen is consistent with the objective and criteria

· A list of deviations from the planned sampling design and the effects of these deviations


	2
	· Verified and Validated Data 

· QA reports, QC data

· Technical systems audits results

· QA Project Plan, Sampling and Analysis Plan, or other planning documents
	· Review quality assurance reports for anomalies

· Calculate standard statistical quantities

· Display the data using graphical representations
	· Statistical quantities and graphs that provide you with a preliminary  understanding of the data and any potential issues

	3
	· Project objectives, hypotheses, and preliminary statistical method if identified

· Background on statistical methods.
	· Select the statistical method based on the data user's objectives and the preliminary data review

· Identify the assumptions underlying the statistical method
	· Proposed statistical method that seems appropriate for the data and the project objectives

· List of assumptions for the statistical method

	4
	· Data

· Assumptions identified for method

· Methods to verify assumptions along their formulas
	· Determine approach for verifying assumptions

· Perform tests of assumptions

· If necessary, determine corrective actions to be taken
	· Documentation of the methods used to verify each assumptions and the results

· Corrective actions (if necessary)


	5
	· Data and objective

· Hypotheses (if applicable), and performance or acceptance criteria

· Formulas for statistical method

· Non-statistical factors to incorporate into the final decision or product.  
	· Perform the calculations for the statistical method

· Evaluate the results of the statistical method and draw conclusions
	· Statistical results with a specified significance level

· Final product or decision




HANDOUT #3:  COMMON ANALYSIS METHODS
 SEQ CHAPTER \h \r 3
ESTIMATION
Used when the purpose is to an estimate a specific item along with an indication of the uncertainty of that estimate.  For example, the project’s objective may be to determine a value to use a standard in a regulation or to estimate the maximum contamination level allowable for a particular contaminant.  The most common type of interval estimate is a confidence interval.  A confidence interval may be regarded as combining a numerical “error” around an estimate with a probabilistic statement about the unknown parameter. When interpreting a confidence interval statement such as "The 95% confidence interval for the mean is 19.1 to 26.3", the implication is that the best estimate for the unknown population mean is 22.7 (halfway between 19.1 and 26.3), and that we are 95% certain that the interval 19.1 to 26.3 captures the unknown population mean.  In this case, the “error” is a function of the natural variability in data, the sample size, and the percentage degree of certainty chosen.

HYPOTHESIS TESTING
Used when the purpose to make a particular decision, for example, to determine if water from a well is safe to drink, a specific release exceeds regulatory limits, or a remediation technique is working.  Associated with the decision are the false rejection error rate (also known as the Type I Error or Level of Significance) and the false acceptance error rate (also known as the Type II Error or Complement of the Power of a test).  Typical tests include Student’s t-test for normally distributed data, and Wilcoxon’s Rank test for non-normal data. 

REGRESSION
Used to estimate the relationship between several controlled variables and to predict future levels based on these variables.  For example, to model the tar content in an outlet stream of a chemical process against the inlet temperature, and then using this model to predict tar content based on different inlet temperatures.  Usually there is a single dependent variable of interest and several independent variables.  Error limits in this situation include limits for the accuracy of the regression model and limits specific to any predictions.  Based on the regression models, different hypothesis tests can be performed which would then use these error limits in an Analysis of Variance format.

ANALYSIS OF VARIANCE (ANOVA) AND FACTORIAL DESIGNS
Used to study the effect of two or more factors simultaneously without compromising the integrity of the statistical test.  For example, a two factor design would be the study of the effect of an analyst and equipment on the readings of a contaminant level in a certain matrix; a three factor design would be the study of the effect of an analyst, equipment, and different matrices on the readings of a contaminant level.  Note that this differs from regression in that regression generally relates the factors to a dependent variability and factorial designs generally determine which factors are important, but is often presented in a similar format owing to their mathematical similarities.  Error limits in this situation include terms such as interaction error, experimental error, and error limits specific to any hypothesis test performed.

TIME SERIES ANALYSIS
Used to model sequences of data collected at a one or more locations (stations) over a period of time.  This analysis is used to develop an understanding of a process and to predict future values.  These methods are useful for monitoring situations where data are collected over a period of time, for example, comparing daily air contaminant levels with daily hospital emission data to determine whether there is a relationship between these variables.  Time series analysis is complex.

SPATIAL ANALYSIS (GEO-STATISTICS)

Used to model spatial data in order to develop an understanding of the process and to predict future values.  These methods are useful for site assessment and monitoring situations where data are collected on a spatial network of sampling locations.  One example would be to model contaminant levels in water taken from a network of wells.  Included in geo-statistics is the technique known as Kriging which involves the modeling of correlated (usually over space) data using a variogram. 
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	Project objective &

data collection design             (Step 1)
	Observations from QA reports, summary statistics and graphs                (Step 2) 
	Statistical method and assumptions made

           (Step 3) 
	Verification of these assumptions  

         (Step 4)
	Results from the statistical method                    (Step 5)


	LIST:

-
Objective

-
Parameter of interest

-
Type of analysis needed

-
Type of data collection design

-
Information on deviations from the design in the implementation


	LIST:

- Non-detects

- Probable distribution

- Potential outliers

- Anomalies
	LIST:

- Analysis method

- Assumptions to verify

- Significance levels
	LIST: 

-
Assumptions, whether they were met, and how they were verified (including significance levels)
	LIST: 

- Final results from data    analysis

-
Other factors affect the final product or decision




HANDOUT #5:  SUMMARY STATISTICS

MEASURES OF RELATIVE STANDING: Relative position of one observation in relation to all of the observations. 

Percentiles:  A percentile is the data value that is greater than or equal to a given percentage of the data values.  Stated in mathematical terms, the pth percentile is the data value that is greater than or equal to p% of the data values and is less than or equal to (1-p)% of the data values.  Therefore, if 'x' is the pth percentile, then p% of the values in the data are less than or equal to x, and (100-p)% of the values are greater than or equal to x.  A sample percentile may fall between a pair of observations, for example, the 75th percentile of a data set of 10 observations is not uniquely defined.  Therefore, there are several methods for computing sample percentiles.  Important percentiles usually reviewed are the quartiles of the data, the 25th, 50th, and 75th percentiles. Also important for environmental data are the 90th, 95th, and 99th percentile where an analyst would like to be sure that 90%, 95%, or 99% of the contamination levels are below a fixed risk level.

Quantiles:  A quantile is similar in concept to a percentile; however, a percentile represents a percentage whereas a quantile represents a fraction.  If 'x' is the pth percentile, then at least p% of the values in the data set lie at or below x, and at least (100-p)% of the values lie at or above x, whereas if x is the p/100 quantile of the data, then the fraction p/100 of the data values lie at or below x and the fraction (1-p)/100 of the data values lie at or above x.  For example, the .95 quantile has the property that .95 of the observations lie at or below x and .05 of the data lie at or above x. 

MEASURES OF CENTRAL TENDENCY:  Measures of the center of a sample of data points. 

Mean:  The most commonly used measure of the center of a sample is the sample mean, denoted by EQ \O(X).  This estimate of the center of a sample can be thought of as the "center of gravity" of the sample.  The sample mean is an arithmetic average for simple sampling designs; however, for complex sampling designs, such as stratification, the sample mean is a weighted arithmetic average.  The sample mean is influenced by extreme values (large or small) and nondetects. 

Median:  The sample median is another popular measure of the center of the data.  This value falls directly in the middle of the data when the measurements are ranked in order from smallest to largest.  This means that ½ of the data are smaller than the sample median and ½ of the data are larger than the sample median.  The median is another name for the 50th percentile.  The median is not influenced by extreme values and can easily be used in the case of censored data (nondetects). 

Mode:  The third method of measuring the center of the data is the mode.  The sample mode is the value of the sample that occurs with the greatest frequency.  Since this value may not always exist, or if it does it may not be unique, this value is the least commonly used.  However, the mode is useful for qualitative data (for example, hair color). 

MEASURES OF DISPERSION:   Measures of how the data spread out from the center. 

Range:  The easiest measure of dispersion to compute is the sample range (the maximum value minus the minimum value).  For small samples, the range is easy to interpret and may adequately represent the dispersion of the data.  For large samples, the range is not very informative because it only considers (and therefore is greatly influenced by) extreme values.

Variance:  The variance measures the dispersion of the data from the mean.  A large variance implies that there is a large spread among the data so that the data are not clustered around the mean.  A small variance implies that there is little spread among the data so that most of the data are near the mean.  The variance is affected by extreme values and by a large number of nondetects.  The  standard deviation is the square root of the sample variance and has the same unit of measure as the data.  

Coefficient of Variation:  The coefficient of variation (CV) is a unitless measure that allows the comparison of dispersion across several sets of data.  The CV is the standard deviation divided by the mean.

Interquartile Range:  When extreme values are present, the interquartile range may be more representative of the dispersion of the data than the standard deviation.  It is the difference between the first and third quartiles (25th and 75th percentiles) of the data.  This statistical quantity does not depend on extreme values and is therefore useful when the data include a large number of nondetects.  

MEASURES OF ASSOCIATION:  The relationship or level of association between two or more of these variables.    Note that these measures do not imply cause and effect.

Pearson’s Correlation Coefficient:  Pearson’s correlation coefficient measures a linear relationship between two variables.  (Note, often “Pearson’s” is omitted.)  Values of the correlation coefficient close to +1 (positive correlation) imply that as one variable increases so does the other, the reverse holds for values close to -1.  Values close to 0 imply little correlation between the variables.  The correlation coefficient does not detect nonlinear relationships so it should be used only in conjunction with a scatter plot.  A scatter plot can be used to determine if the correlation coefficient is meaningful or if some measure of nonlinear relationships should be used.  The correlation coefficient can be significantly changed by extreme values so a scatter plot should be used first to identify such values. 

Speasrman’s Rank Correlation Coefficient:  An alternative to the Pearson correlation is Spearman’s rank correlation coefficient.  It is calculated by first replacing each value for the first variable by its rank (i.e., 1 for the smallest value, 2 for the second smallest, etc.) and each value for the second variable by its rank.  These pairs of ranks are then treated as the data and Spearman’s rank correlation is calculated the same as Pearson’s correlation. Spearman’s correlation will not be altered by nonlinear increasing transformations.
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Histogram/Frequency Plots
Description:
Divide the data range into units, count the number of points within the units, and display the data as the height (frequency plot) or area (histogram) within a bar graph.  

Drawbacks:
Requires the analyst make arbitrary choices to partition the data. 

Uses:  
Distribution - A normal distribution will be bell-shaped.

[image: image5.wmf]

Symmetry - If the data are symmetric, then these plots will be symmetric as well.
[image: image6.wmf]

   Variability - Both indicate the spread of the data.



Skewness - Data that are skewed to the right have more data on the left.
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Stem-and-Leaf Plot
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Description:
Each observation in the stem-and-leaf plot consist of two parts:  the stem of the observation and the leaf.  The stem is usually made up of the leading digit of the numerical values while the leaf is made up of trailing digits in the order that corresponds to the order of magnitude from left to right.  The stem is displayed on the vertical axis and the data points are displayed from left to right. 

Advantages:
Stores data in a compact form while, at the same time, sorts the data from smallest to largest.  Non-detects can be placed in a single stem.

[image: image10.wmf]0

5

10

15

20

25

30

35

40

0

2

4

6

8

Concentration (ppm)

Percentage of Observations (per ppm)


Drawbacks:
Requires the analyst make arbitrary choices to partition the data. 

[image: image11.wmf]
Uses:

Distribution - Normally distributed data is approximately bell shaped.  

Symmetry - The top half of the stem-and-leaf plot will be a mirror image of the bottom half of the stem-and-leaf plot for symmetric data.  



Skewness - Data that are skewed to the left will have the bulk of data in the top of the plot and less data spread out over the bottom. 

Box and Whisker Plot
[image: image12.wmf]Description:
Composed of a central box divided by a line representing the median and two lines extending out from the box called whiskers.  The length of the central box indicates the spread of the bulk of the data (the central 50%) while the length of the whiskers show how stretched the tails of the distribution are.  The sample mean is displayed using a ‘+’ sign and any unusually small or large data points are displayed by a ‘*’ on the plot.  

Drawbacks:
Schematic diagram instead of numerical.

Uses:

Statistical Quantities - Visualize the statistical quantities and relationships.

Symmetry -  If the distribution is symmetrical, the box is divided in two equal halves by the median, the whiskers will be the same length and the number of extreme data points will be distributed equally on either end of the plot for symmetric data.



Outliers - Values that are unusually large or small are easily identified.
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Ranked Data Plot
Description:
A plot of the data from smallest to largest at evenly spaced intervals.

Advantages:
Easy to construct, easy to interpret, makes no assumptions 



about a model for the data, and shows every data point


Uses:  
Density - A large amount of data values have a flat slope, i.e., the graph rises slowly.  A small amount of data values have a large slope, i.e., the graph rises quickly. 



Skewness - A plot of data that are skewed to the right extends more sharply at the top giving the graph a convex shape.  A plot of data that are skewed to the left increases sharply near the bottom giving the graph a concave shape.  

Symmetry - The top portion of the graph will stretch to upper right corner in the same way the bottom portion of the graph stretches to lower left, creating a s-shape, for symmetric data.
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Quantile Plot
Description:
A graph of the data against the quantiles.

Advantages:
Easy to construct, easy to interpret, makes no assumptions about a model for the data, and displays every data point.

Uses:  
Density - A large amount of data values has a flat slope, i.e., the graph rises slowly.  A small amount of data values has a large slope, i.e., the graph rises quickly.  

[image: image17.wmf]0

5

10

15

20

25

30

35

40

45

50

0

5

10

15

20

Time 

Data Values



Skewness - The plot of data that are skewed to the right is steeper at  the top right than the bottom left.  A quantile plot of data that are skewed to the left increases sharply near the bottom left of the graph.  

Symmetry - The top portion of the graph will stretch to the upper right corner in the same way the bottom portion of the graph stretches to the lower left, creating an S-shape for symmetric data.
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Normal Probability Plot (Two Variables)

Description:
The graph of the quantiles of a data set against the quantiles of the normal distribution plotted on normal probability graph paper.

Drawbacks:
Needs special paper.

Uses:  
Normality -  The graph of normally distributed data is linear. 



Symmetry -  The degree of symmetry can be determined by comparing the right and left sides of the plot. 
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Outliers -  Data values that are much larger or much smaller than the rest will compress the other data values into the middle of the graph, ruining the resolution.

Scatter Plot (Two Paired Variables)

Description:
Paired values are plotted on separate axes.

Advantages:
Clearly shows the relationship between two variables, easy to construct.

Uses:  
Correlation/Trends - Linearly correlated variables cluster around  a straight line.  Nonlinear patterns may be obvious. 

Outliers - Both potential outliers from a single variable and potential outliers from paired variables may be identified.  

Clustering - Values cluster together can be easily identified.



Time Plot (Temporal Data)

Description:
A plot of the data over time.

Advantages:
Easy to generate and interpret.

Uses:  
Trends - Including large-scale and small-scale, seasonal (patterns that repeat over time), and directional (downward or upward trends). 

Serial Correlation - Relationship between successive 
observations


Variability - Look for increasing or decreasing variability over time.



Outliers - Values that are unusually large or small are easily identified.

Plot of the Autocorrelation Function - Correlogram (Temporal Data)
Description:
A plot of the ordered sample autocorrelation coefficients.

Drawbacks:
Data must be at equally spaced intervals.  Tedious to construct by hand.

Uses:

Serial Correlation - Shows the relationship between successive observations. 


Posting Plots (Spatial Data)


Description:
Map of data locations along with corresponding data values.  

Drawback:
May not be feasible for large amounts of data

Uses:

Errors - Identify obvious errors in data location and values.



Sampling Design - Easy way to review design.



Trends - Obvious trends are easily identified.





Symbol Plots (Spatial Data)

Description:
Map of data locations along with symbols representing ranges

                       
of data values.

Drawback:
Can not see actual data points.

Use:  

Errors - Identify obvious errors in data location and magnitude.



Sampling Design - Easy way to review design.



Trends - Obvious trends are easily identified.
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	  Random Sample
	Independence
	  Normal Distribution
	  No Outliers
	  Few (or No) NDs
	Other Assumptions

	Compare a mean to a fixed number - for example, to determine whether the mean contaminant level is greater than 10 ppm.


	One-Sample t-Test
	X
	X
	Sample Mean
	X
	X
	

	
	Wilcoxon Signed Rank Test
	X
	X
	
	
	
	· Not many data values are identical

· Symmetric

	
	Chen Test
	X
	X
	
	
	X
	· Data come from a right-skewed distribution (like a lognormal distribution)

	Compare a median to a fixed number - for example, to determine whether the median is greater than 75%.
	Wilcoxon Signed Rank Test
	X
	X
	
	
	
	· Not many data values are identical

· Symmetric

	
	Sign Test
	X
	X
	
	
	
	· No sample values equal to the fixed level

· Large sample size

	Compare a proportion or percentile to a fixed number - for example, to determine if  95% of all companies emitting sulfur dioxide into the air are below a fixed discharge level.
	One-Sample Proportion Test
	X
	X
	
	
	
	

	Compare a variance to a fixed number - for example, to determine if the variability of a analytical method exceeds a fixed number.
	Chi-squared test
	X
	X
	X
	
	
	


	Compare a correlation coefficient to a fixed number - for example, determine if the correlation between two contaminants exceeds 0.5.
	Test of a Correlation Coefficient
	X
	X
	Bi-variate 
	
	
	· Linear relationship

	Compare two means - for example, to compare the mean contaminant level at a remediated Superfund site to a background site or to compare the mean of two different drinking water wells.
	Student's Two-Sample t-Test
	X
	X
	Sample Means
	X
	
	· Same variance

	
	Satterthwaite's Two-Sample t-Test
	X
	X
	Sample Means
	X
	
	

	Compare several means against a control population - for example, to compare different analytical methods to the standard method. 
	Dunnett’s Test
	X
	X
	
	
	
	· All group sizes are approximately equal 



	Compare two proportions or percentiles - for example, to compare the proportion of children with elevated blood lead in one area to the proportion of children with elevated blood lead in another area. 
	Two-Sample Test for Proportions
	X
	X
	
	
	
	

	Compare two correlations - for example, to determine which of two contaminants is a better predictor of a third.
	Kendall’s Test
	X
	X
	X
	
	
	· Linear relationship


	Compare the variances of 2 or more populations - for example, to compare the variances of several analytical methods.


	F-Test
	X
	X
	X
	
	
	· 2 populations only

	
	Bartlett's Test
	X
	X
	X
	
	
	

	
	Levene's Test
	X
	X
	X
	
	
	


	Determine if one population distribution differs from another distribution - for example, to compare the contaminant levels at a remediated Superfund site those of a background area.  
	Wilcoxon Rank Sum Test
	X
	X
	
	
	
	· The two distributions have the same shape and dispersion (approximately)

· Only a few identical values

· The difference is assumed to be some fixed amount


	
	Quantile Test
	X
	X
	
	X
	
	· Equal variances

· Data generated using a systematic or simple random sampling design

· The difference is assumed to be only part of the distributions
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AND TRANSFORMATIONS
INDEPENDENCE
The assumption of independence of data is key to the validity of the false rejection and false acceptance error rates associated with a selected statistical test.  When data are truly independent between themselves, the correlation between data points is by definition zero and the selected statistical tests work with the desired chosen decision error rates (given appropriate the assumptions have been satisfied).  When correlation (usually positive) exists, the effectiveness of statistical tests is diminished.  Environmental data are particularly susceptible to correlation problems due to the fact that such environmental data are collected under a spatial pattern (for example a grid) or sequentially over time (for example, daily readings from a monitoring station).

The reason non-independence is an issue for statistical testing situations is that if observations are positively correlated over time or space, then the effective sample size for a test tends to be smaller than the actual sample size – i.e., each additional observation does not provide as much "new" information because its value is partially determined by (or a function of) the value of adjacent observations.  This smaller effective sample size means that the degrees of freedom for the test statistic is less, or equivalently, the test is not as powerful as originally thought.  In addition to affecting the false acceptance error rate, applying the usual tests to correlated data tends to result in a test whose actual significance level (false rejection error rate) is larger than the nominal error rate.

One of the most effective ways to determine statistical independence is through use of the Rank von Neumann Test.  Compared to other tests of statistical independence, the rank von Neumann test has been shown to be more powerful over a wide variety of cases.  It is also a reasonable test when the data really follow a Normal distribution.  In that case, the efficiency of the test is always close to 90 percent when compared to the von Neumann ratio computed on the original data instead of the ranks.  This means that very little effectiveness is lost by always using the ranks in place of the original concentrations; the rank von Neumann ration should still correctly detect non-independent data.

DISTRIBUTIONAL ASSUMPTIONS 
DISTRIBUTIONAL ASSUMPTIONS " \l 2

Many statistical tests and models are only appropriate for data that follow a particular distribution.  Two of the most important distributions for tests involving environmental data are the normal distribution and the lognormal distribution.  To test if the data follow a distribution other than the normal distribution or the lognormal distribution, apply the chi-square test or consult a statistician.

The assumption of normality is very important as it is the basis for the majority of statistical tests.  A normal distribution is a reasonable model of the behavior of certain random phenomena and can often be used to approximate other probability distributions.  In addition, the Central Limit Theorem and other limit theorems state that as the sample size gets large, some of the sample summary statistics (e.g., the sample mean) behave as if they are a normally distributed variable.  As a result, a common assumption associated with parametric tests or statistical models is that the errors associated with data or a model follow a normal distribution. 

The graph of a normally distributed random variable, a normal curve, is bell-shaped with the highest point located at the mean (which equals the median).  A normal curve is symmetric about the mean – the part to the left of the mean is a mirror image of the part to the right.  In environmental data, random errors occurring during the measurement process may be normally distributed. 

Environmental data commonly exhibit distributions that are non-negative and skewed with heavy or long right tails.  Several standard probability models have these properties, including the Weibull, gamma, and lognormal distributions.  The lognormal distribution is a commonly used distribution for modeling environmental contaminant data.  The advantage to this distribution is that a simple (logarithmic) transformation will transform a lognormal distribution into a normal distribution.  So, methods for testing for normality can be used to test for lognormality if a logarithmic transformation has been used.

	Tests for Normality tc "Tests for Normality " \f E 

	Test
	Sample

 Size
	Recommended Use

	Shapiro Wilk W Test
	 50
	Highly recommended but very difficult to compute.

	Filliben's Statistic 
	 100
	Highly recommended but difficult to compute.

	Geary's Test
	> 50
	Useful when tables for other tests are not available.

	Studentized Range Test
	 1000
	Highly recommended if the data are symmetric, the tails of the data are not heavier than the normal distribution, and there are no extreme values. 

	Chi-Square Test
	Large
	Useful for grouped data and when the comparison distribution is known.  May be used for other distributions besides the normal distribution


OUTLIERS
Outliers are measurements that are extremely large or small relative to the rest of the data and, therefore, are suspected of misrepresenting the population from which they were collected.  Outliers may result from transcription errors, data-coding errors, or measurement system problems such as instrument breakdown.  However, outliers may also represent true extreme values of a distribution (for instance, hot spots) and indicate more variability in the population than was expected.  Not removing true outliers and removing false outliers both lead to a distortion of estimates of population parameters.

Statistical outlier tests give the analyst probabilistic evidence that an extreme value (potential outlier) does not "fit" with the distribution of the remainder of the data and is therefore a statistical outlier.  These tests should only be used to identify data points that require further investigation.  The tests alone cannot determine whether a statistical outlier should be discarded or corrected within a data set; this decision should be based on judgmental or scientific grounds.

Potential outliers may be identified through a graphical representation of the data.  If potential outliers are identified, the next step is to a statistical test.  If a data point is found to be an outlier, the analyst may either:  1) correct the data point; 2) discard the data point from analysis; or 3) use the data point in all analyses.  This decision should be based on scientific reasoning in addition to the results of the statistical test.  For instance, data points containing transcription errors should be corrected, whereas data points collected while an instrument was malfunctioning may be discarded.  One should never discard an outlier based solely on a statistical test.  Instead, the decision to discard an outlier should be based on some scientific or quality assurance basis.  Discarding an outlier from a data set should be done with extreme caution, particularly for environmental data sets, which often contain legitimate extreme values.  If an outlier is discarded from the data set, all statistical analysis of the data should be applied to both the full and truncated data set so that the effect of discarding observations may be assessed.  If scientific reasoning does not explain the outlier, it should not be discarded from the data set.  

If any data points are found to be statistical outliers through the use of a statistical test, this information will need to be documented along with the analysis of the data set, regardless of whether any data points are discarded.  If no data points are discarded, document the identification of any "statistical" outliers by documenting the statistical test performed and the possible scientific reasons investigated.  If any data points are discarded, document each data point, the statistical test performed, the scientific reason for discarding each data point, and the effect on the analysis of deleting the data points. 
	Statistical Tests for Outliers

	Sample

Size
	Test
	Assumes

Normality
	Multiple 

Outliers

	n  25
	Extreme Value Test
	Yes
	No/Yes

	n  50
	Discordance Test
	Yes
	No

	n  25
	Rosner's Test
	Yes
	Yes

	n  50
	Walsh's Test
	No
	Yes


VALUES BELOW DETECTION LIMITS

Data generated from chemical analysis may fall below the detection limit (DL) of the analytical procedure.  These measurement data are generally described as not detected, or nondetects, (rather than as zero or not present) and the appropriate limit of detection is usually reported.  In cases where measurement data are described as not detected, the concentration of the chemical is unknown although it lies somewhere between zero and the detection limit.  Data that includes both detected and non-detected results are called censored data in the statistical literature.

There are a variety of ways to evaluate data that include values below the detection limit.  However, there are no general procedures that are applicable in all cases.  All of the suggested procedures for analyzing data with nondetects depend on the amount of data below the detection limit.  For relatively small amounts below detection limit values, replacing the nondetects with a small number and proceeding with the usual analysis may be satisfactory.  For moderate amounts of data below the detection limit, a more detailed adjustment is appropriate.  In situations where relatively large amounts of data below the detection limit exist, one may need only to consider whether the chemical was detected as above some level or not.  The interpretation of small, moderate, and large amounts of data below the DL is subjective.  
	Guidelines for Analyzing Data with Nondetects

	Percentage of Nondetects
	Statistical Analysis Method

	< 15%
	Replace nondetects with DL/2, DL, or a very small number.

	15% - 50%
	Trimmed mean, Cohen's adjustment, Winsorized mean and standard deviation.

	> 50% - 90%
	Use tests for proportions


The table above provides percentages to assist the user in evaluating their particular situation.  However, it should be recognized that these percentages are not hard and fast rules, but should be based on judgement.  

In addition to the percentage of samples below the detection limit, sample size influences which procedures should be used to evaluate the data.  For example, the case where 1 sample out of 4 is not detected should be treated differently from the case where 25 samples out of 100 are not detected.  Therefore, this guidance suggests that the data analyst consult a statistician for the most appropriate way to evaluate data containing values below the detection level.

TRANSFORMATIONS

Data that do not satisfy statistical assumptions may often be converted or transformed mathematically into a form that allows standard statistical tests to perform adequately.  Any mathematical function that is applied to every point in a data set is called a transformation.  Some commonly used transformations include:

Logarithmic (Log X or Ln X):  This transformation may be used when the original measurement data follow a lognormal distribution or when the variance at each level of the data is proportional to the square of the mean of the data points at that level. 

Square Root (EQ \O(X)):  This transformation may be used when dealing with small whole numbers, such as bacteriological counts, or the occurrence of rare events, such as violations of a standard over the course of a year.  The underlying assumption is that the original data follow a Poisson-like distribution in which case the mean and variance of the data are equal.
Inverse Sine ( Arcsine X):  This transformation may be used for binomial proportions based on count data to achieve stability in variance.  The resulting transformed data are expressed in radians (angular degrees).  


By transforming the data, assumptions that are not satisfied in the original data can be satisfied by the transformed data.  For instance, a right-skewed distribution can be transformed to be approximately Gaussian (normal) by using a logarithmic or square-root transformation.  Then the normal-theory procedures can be applied to the transformed data.  If data are lognormally distributed, then apply procedures to logarithms of the data.  However, selecting the correct transformation may be difficult.  If standard transformations do not apply, it is suggested that the data user consult a statistician.


Another important use of transformations is in the interpretation of data collected under conditions leading to an Analysis of Variance (ANOVA).  Some of the key assumptions needed for analysis (for example, additivity of variance components) may only be satisfied if the data are transformed suitably.  The selection of a suitable transformation depends on the structure of the data collection design; however, the interpretation of the transformed data remains an issue.


While transformations are useful for dealing with data that do not satisfy statistical assumptions, they can also be used for various other purposes.  For example, transformations are useful for consolidating data that may be spread out or that have several extreme values.  In addition, transformations can be used to derive a linear relationship between two variables, so that linear regression analysis can be applied.  They can also be used to efficiently estimate quantities such as the mean and variance of a lognormal distribution.  Transformations may also make the analysis of data easier by changing the scale into one that is more familiar or easier to work with. 


Once the data have been transformed, all statistical analysis must be performed on the transformed data.  No attempt should be made to transform the data back to the original form because this can lead to biased estimates.  For example, estimating quantities such as means, variances, confidence limits, and regression coefficients in the transformed scale typically leads to biased estimates when transformed back into original scale.  However, it may be difficult to understand or apply results of statistical analysis expressed in the transformed scale.  Therefore, if the transformed data do not give noticeable benefits to the analysis, it is better to use the original data.  
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1.  
Develop a statement of the problem for the picture above:



2.  
Using Handout #3, what type of analysis should be used for 

this problem?










3.  
What additional information do you need to complete Step 1?
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4.
Using Handout #6, what can you say about the Background Well?  Monitoring Well 1?  Monitoring Well 2?






5.
From the Box and Whisker Plots, what comparisons or contrasts can you draw between the Background Well and the Monitoring Wells?
6.
Using Handout #7, which statistical test is appropriate?
· Test of a Correlation Coefficient

· One-sample t-test

· Two-sample t-test

· F-Test

· Bartlett’s Test

· Runs Test

· Analysis of Variance

7.
Use Handout #8 to complete the following table for the test selected: 

	Test Assumption
	Assumption Likely to be Valid?
	Potential Verification Method
	Potential solution if assumption is not valid:

	Random Sample
	
	
	

	Independence
	
	
	

	Normal Distribution
	
	
	

	No Outliers
	
	
	

	No (or few) NDs
	
	
	



[image: image3]
8.
What conclusions can you draw from the test results?




HANDOUT #10 - EXPOSURE TO MANGANESE PROJECT TABLE

	Project objective &

data collection design             (Step 1)
	Observations from QA reports, summary statistics and graphs                (Step 2) 
	Statistical method and assumptions made

           (Step 3) 
	Verification of these assumptions  

         (Step 4)
	Results from the statistical method                    (Step 5)


	Objective:  Is the proposed study area suitable for long term investigation?
Parameter of interest:  The correlation coefficient

Type of analysis needed: Pearson’s correlation coefficient
Type of data collection design:  2-stage stratified random sample
Information on deviations from the design in the implementation:  Targeted to households having children between 13 -17
	Non-detects:  None recorded
Probable distribution:  

Normality cannot be assumed
Potential outliers:  Very large maximum (14, 436) and the second highest (1,339) is also fairly large with comparison to the bulk of the data
Anomalies: None noted apart from the presence of 2 possible outliers
	Analysis method:  Linear correlation between Mn concentration and distance to the Mill
Assumptions to verify:

Random sample

Independence

Linear relationship

No outliers

Normality
Significance levels:

Non chosen a priori as this was an investigation and not used directly for decision making
	Assumptions, whether they were met, and how they were verified (including significance levels):

Random sample: OK through documentation
Independence: OK through Rank von Neumann’s test

Linear relationship: OK through inspection of graphs

Outliers: Present through use of Rosner’s test

Normality: Probably not through use of Shapiro-Wilk test
Significance levels chosen:   All tests were made with a 5% level of significance but were not held to this standard rigorously
	Final results from data    analysis:  Probably not normally distributed as there were too many outliers and the shape of the distribution was not normal.

Spearman’s Rank Correlation showed a negative correlation of 0.406.
Other factors affecting the final product: Infiltration rates, housekeeping practices, age of dwelling, wind patterns
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When reviewing or conducting an assessment of data quality:

· Are all the data discussed in report available for review?

· Were existing data used?

· Where did it come from?

· What background information is available for that data?

· What was the baseline condition (when selecting between two or more conditions)?

· Was the baseline condition rejected? 

· If not, was the power (sample size) verified to ensure that all decision error rates were satisfied?

· What analysis method was used?  

· For small sample sizes, was a non-parametric test used?  (For small samples, it is difficult to determine the distribution of the data.)

· Is it appropriate?

· What are the assumptions of this method?  

· How were these assumptions verified?

· What significance level was used?

· Were the methods used to verify the assumptions conclusive (i.e., reject the baseline condition) or was their insufficient evidence?

· Was there a large number of non-detects?  If the number of non-detects exceeded 50%, percentiles should be used instead of means.

· Were there any quality control issues associated with the data?  How were the data verified and validated?

Is their sufficient information in the resulting report so that a third part could understand the analysis?
REFERENCES 
Guidance for Data Quality Assessment (G-9), U.S. Environmental Protection Agency, EPA/600/R-96/084 (available from www.epa.gov/quality)
Data Quality Evaluation Statistical Toolbox (DataQUEST) (G-9D), U.S. Environmental Protection Agency,  EPA/600/R-96/085 (available from www.epa.gov/quality)
Statistical Methods for Environmental Pollution Monitoring by Richard O. Gilbert. John Wiley, New York

Environmental Statistics with S-Plus by Steven P. Millard & Nagaraj K. Neerchal. CRC Press, Boca Raton, Florida

Geostatistical Error Measurement by Jeffery C. Myers.  John Wiley, New York

Statistics for Environmental Engineers by Paul Mac Berthouex & Linfield C. Brown. Lewis Publishers, Boca Raton, Florida

Statistical Methods for Detection and Quantification of Environmental Contamination by Robert D. Gibbons & David E. Coleman. John Wiley, New York
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Example Stem-and-Leaf Plot
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Example Normal Probability Plot
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TEST RESULTS





Background Well vs. Monitoring Well 1:


	Reject the baseline condition with a 5% significance level.





Background Well vs. Monitoring Well 2:


	Fail to reject baseline condition with a 5% significance level.
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