Pollutant Load Estimation for Water Quality Monitoring Projects

Introduction

Determination of pollutant load is a key objective for many nonpoint source (NPS) monitoring projects. The mass of nutrients delivered to a lake or estuary drives the productivity of the waterbody. The annual suspended sediment load transported by a river is usually a more meaningful indicator of soil loss in the watershed than is a suspended sediment concentration. The foundation of water resource management embodied in the TMDL (total maximum daily load) concept lies in assessment of the maximum pollutant load a waterbody can accept before becoming impaired and in the measurement of changes in pollutant loads in response to implementation of management measures.

Estimation of pollutant load through monitoring is a complex task that requires accurate measurement of both pollutant concentration and water flow and careful calculation, often based on a statistical approach. It is imperative that a NPS monitoring program be designed for good load estimation at the start. This Tech Note addresses important considerations and procedures for developing good pollutant load estimates in NPS monitoring projects. Much of the material is taken from an extensive monograph written by Dr. R. Peter Richards, of Heidelberg University, *Estimation of Pollutant Loads in Rivers and Streams: A Guidance Document for NPS Programs*. The reader is encouraged to consult that document and its associated tools for additional information on load estimation.

General Considerations

Definitions

Load may be defined as the mass of a substance that passes a particular point of a river (such as a monitoring station on a watershed outlet) in a specified amount of time (e.g., daily, annually). Mathematically, load is essentially the product of water discharge and the concentration of a substance in the water. Flux is a term that describes the loading...
rate, i.e., the instantaneous rate at which the load passes a point in the river. Water discharge is defined as the volume of water that passes a cross-section of a river in a specified amount of time, while flow refers to the discharge rate, the instantaneous rate at which water passes a point. Refer to *Tech Notes #3* (Meals and Dressing 2008) for guidance on appropriate ways to estimate or measure surface water flow for purposes associated with NPS watershed projects.

If we could directly and continuously measure the flux of a pollutant, the results might look like the plot in Figure 1. The load transported over the entire period of time in the graph would simply be equal to the shaded area under the curve.

![Figure 1. Imaginary plot of pollutant flux over time at a monitoring station (Richards 1998).](image)

However, we cannot measure flux directly, so we calculate it as the product of instantaneous concentration and instantaneous flow:

\[
\text{Load} = k \int c(t)q(t)dt
\]

where \( c \) is concentration and \( q \) is flow, both a function of time \( t \), and \( k \) is a unit conversion factor. Because we must take a series of discrete samples to measure concentration, the load estimate becomes the sum of a set of \( n \) products of concentration \( (c) \), flow \( (q) \), and the time interval \( (\Delta t) \) over which the concentration and flow measurements apply:

\[
\text{Load} = k \sum_{i=1}^{n} c_i q_i \Delta t
\]

The main monitoring challenge becomes how best to take the discrete samples to give the most accurate estimate of load. Note that the total load is the load over the timeframe of interest (e.g., one year) determined by summing a series of unit loads.
(individual calculations of load as the product of concentration, flow, and time over smaller, more homogeneous time spans). The central problem is to obtain good measures of concentration and flow during each time interval. As a general rule, in cases where sampling frequency is high relative to the timeframe of interest (e.g., daily sampling for annual loads) instantaneous concentrations from single grab samples can be used with discharge at the time of sampling or mean discharge values for the time interval. If less frequent sampling is performed (e.g., weekly for annual loads), however, it is recommended that concentrations from flow-weighted composite samples are used with total discharge estimates for the time period over which each sample is composited. Once these choices—which are described in greater detail on the following pages—have been made, calculation of total load by summing unit loads is simple arithmetic.

**Issues of Variability**

Both flow and concentration vary considerably over time, especially in NPS situations. Accurate load estimation becomes an exercise in both how many samples to take and when to take them to account for this variability.

Sampling frequency has a major influence on the accuracy of load estimation, as shown in Figure 2. The top panel shows daily suspended solids load (calculated as the products of daily total suspended solids (TSS) concentration and mean daily discharge measured at a continuously recording U.S. Geological Survey (USGS) station) for the Sandusky River in Ohio. The middle panel represents load calculated using weekly TSS samples and mean weekly discharge; the lower panel shows load calculated from monthly TSS samples and mean monthly discharge data. Clearly, very different pictures of suspended solids load emerge from different sampling frequencies, as decreasing sampling frequencies tend to miss more and more short-term but important events with high flow or high TSS concentrations.

Because in NPS situations most flux occurs during periods of high discharge (e.g., \(\sim 80-90\%\) of annual load may be delivered in \(\sim 10-20\%\) of time), choosing when to sample

---

**Figure 2.** Plot of suspended solids loads for the Sandusky River, water year 1985. Top: daily TSS samples; middle: weekly samples; bottom: monthly samples. Weekly and monthly sample values were drawn from actual daily sample data series (Richards 1998).
can be as important as how often to sample. The top panel in Figure 3 shows a plot of daily suspended solids load derived from weekly sampling superimposed on daily flux data; the bottom panel shows daily loads derived from monthly and quarterly sampling on top of the same daily flux data. Weekly samples give a reasonably good visual fit over the daily flux pattern. The monthly series gives only a very crude representation of the daily flux, but it is somewhat better than expected, because it happens to include the peaks of two of the four major storms for the year. A monthly series based on dates about 10 days later than these would have included practically no storm observations, and would have seriously underestimated the suspended solids load. Quarterly samples result in a poor fit on the actual daily flux pattern.

The key point here is that many samples are typically needed to accurately and reliably capture the true load pattern. Quarterly observations are generally inadequate, monthly observations will probably not yield reliable load estimates, and even weekly observations may not be satisfactory, especially if very accurate load estimates are required to achieve project objectives.

**Practical Load Estimation**

Ideally, the most accurate approach to estimating pollutant load would be to sample very frequently and capture all the variability. Flow is relatively straightforward to measure continuously (see Meals and Dressing 2008), but concentration is expensive to measure and in most cases impossible to measure continuously. It is therefore critically important to choose a sampling interval that will yield a suitable characterization of concentration.

There are three important considerations involved in sampling for good load estimation: sample type, sampling frequency, and sample distribution in time. Grab samples represent a concentration only at a single point in time and the selection of grab sampling interval must be made in consideration of the issues of variability discussed above. Integrated samples (composite samples made up of many individual grab samples) are frequently used in NPS monitoring. Time-integrated or time-proportional samples are either taken at a constant rate over the time period or are composed of subsamples taken at a fixed frequency. Time-integrated samples are poorly suited for load estimation because they
are taken without regard to changes in flow (and concentration) that may occur during the integration period and are usually biased toward the low flows that occur most often. Flow-proportional samples (where a sample is collected for every n units of flow that pass the station), on the other hand, are ideally suited for load estimation, and in principle should provide a precise and accurate load estimate if the entire time interval is properly sampled. However, collecting flow-proportional samples is technically challenging and may not be suitable for all purposes. Also, even though a flow-proportional sample over a time span (e.g., a week) is a good summation of the variability of that week, ability to see what happened within that week (e.g., a transient spike in concentration) is lost. Flow-proportional sampling is also not compatible with some monitoring demands, such as monitoring for ambient concentrations that are highest at low flow or for documenting exceedance of critical values (e.g., a water quality standard).

Sampling frequency determines the number of unit load estimates that can be computed and summed for an estimate of total load. Using more unit loads increases the probability of capturing variability across the year and not missing an important event (see Figure 3); in general, the accuracy and precision of a load estimate increases as sampling frequency increases. Over a sufficiently short interval between samples, a sampling program will probably not miss a sudden peak in flux. If, for example, unit loads are calculated by multiplying the average concentration for the time unit by the discharge over the same time unit, the annual load that is the sum of four quarterly unit loads will be considerably less accurate than the annual load that is the sum of twelve monthly loads. Note that this example does not mean that an annual load calculated from 12 monthly loads is sufficiently accurate for all purposes.

There is a practical limit to the benefits of increasing sampling frequency, however, due to the fact that water quality data tend to be autocorrelated. The concentration or flux at a certain point today is related to the concentration or flux at the same point yesterday and, perhaps to a lesser extent, to the concentration or flux at that spot last week. Because of this autocorrelation, beyond some point, increasing sampling frequency will accomplish little in the way of generating new information. This is usually not a problem for monitoring programs, but can be a concern, however, when electronic sensors are used to collect data nearly continuously.

Consideration of the basic sampling frequency — n samples per year — does not address the more complex issue of timing. The choice of when to collect concentration samples is critical. Most NPS water quality data have a strong seasonal component as well as a strong association with other variable factors such as precipitation, streamflow, or watershed management activities such as tillage or fertilizer application. Selecting when to collect samples for concentration determination is essentially equivalent to selecting when the unit loads that go into an annual load estimate are determined. That choice must consider the fundamental characteristics of the system being monitored. In northern climates, spring snowmelt is often the dominant export event of the year; sampling during that
period may need to be more intensive than during midsummer in order to capture the most important peak flows and concentrations. In southern regions, intensive summer storms often generate the majority of annual pollutant load; intensive summer monitoring may be required to obtain good load estimates. For many agricultural pesticides, sampling may need to be focused on the brief period immediately after application when most losses tend to occur. Issues of random sampling, stratified random sampling, and other sampling regimes should be considered. Simple random sampling may be inappropriate for accurate load estimation if, as is likely, the resulting schedule is biased toward low flow conditions. Stratified random sampling — division of the sampling effort or the sample set into two or more parts which are different from each other but relatively homogeneous within — could be a better strategy. In cases where there is a conflict between the number of observations a program can afford and the number needed to obtain an accurate and reliable load estimate, it may be possible to use flow as the basis for selecting the interval between concentration observations. For example, planning to collect samples every x thousand ft$^3$ of discharge would automatically emphasize high flux conditions while economizing on sampling during baseflow conditions.

**How accurate does your load estimate need to be?**

The required accuracy of load estimates is driven by project objectives, and should be specified in the project Quality Assurance Project Plan (QAPP)—see the *Quality Management Tools* provided by the U.S. Environmental Protection Agency (EPA) for additional information on QAPPs. Fundamentally, the accuracy of a load estimate depends on the accuracy of the component concentration and discharge measurements. Generally, if a monitoring program is conducted to document a difference in loads from one period or one site to the next or to identify a long-term trend (see *Meals et al. 2011*), the confidence in the load estimate must be at least as great as the anticipated difference or change. In this context, the confidence in the estimate derives not only from inherent uncertainties in measurement of concentration and/or discharge but also from the influence of natural variability and the ability of the monitoring program to address it.

The Minimum Detectable Change (MDC) is the minimum change in a pollutant concentration or load over a given period of time required to be considered statistically significant (see *Spooner et al. 2011*). The calculation of MDC has several practical uses. Data collected in the first several years of a project or from a similar project can be used to determine how much change must be measured in the water resource to be considered statistically significant and not an artifact of system variability. These calculations facilitate realistic expectations when projecting water quality results. Calculation of the magnitude of the water quality change required can serve as a useful tool to evaluate water quality monitoring designs for their effectiveness in detecting changes in water quality. Closely related, these calculations can also be used to design effective water quality monitoring networks (Spooner et al. 1987, 1988).
The MDC is a function of pollutant variability, sampling frequency, length of monitoring time, explanatory variables (e.g., season, meteorologic, and hydrologic variables) used in the analyses that help explain some of the variability in the measured data, magnitude and structure of the autocorrelation, and statistical techniques and significance level used to analyze the data.

It is recommended that the reader consult *Tech Notes #7* (Spooner et al. 2011) for detailed information on how to calculate and interpret issues of MDC.

**Planning Monitoring Programs for Effective Load Estimation**

Both discharge and concentration data are needed to calculate pollutant loads, but monitoring programs designed for load estimation will usually generate more flow than concentration data. This leaves three basic choices for practical load estimation:

1. Find a way to estimate un-measured concentrations to go with the flows observed at times when chemical samples were not taken;
2. Throw out most of the flow data and calculate the load using the concentration data and just those flows observed at the same time the samples were taken; and
3. Do something in between—find some way to use the more detailed knowledge of flow to adjust the load estimated from matched pairs of concentration and flow.

The second approach is usually unsatisfactory because the frequency of chemical observations is likely to be inadequate to give a reliable load estimate when simple summation is used. Thus almost all effective load estimation approaches are variants of approaches 1 or 3.

Unfortunately, the decision to calculate loads is sometimes made after the data are collected, often using data collected for other purposes. At that point, little can be done to compensate for a data set that contains too few observations of concentration, discharge, or both, collected using an inappropriate sampling design. Many programs choose monthly or quarterly sampling with no better rationale than convenience and tradition. A simulation study for some Great Lakes tributaries revealed that data from a monthly sampling program, combined with a simple load estimation procedure, gave load estimates which were biased low by 35% or more half of the time (Richards and Holloway 1987).

To avoid such problems, the sampling regime needed for load estimation must be established in the initial monitoring design, based on quantitative statements of the precision required for the load estimate. The resources necessary to carry out the sampling program must be known and budgeted for from the beginning.

The following steps are recommended to plan a monitoring effort for load estimation:

- Determine whether the project goals require knowledge of load, or if goals can be met using concentration data alone. In many cases, especially when trend detection
is the goal, concentration data may be easier to work with and be more accurate than crudely estimated load data.

- If load estimates are required, determine the accuracy and precision needed based on the uses to which they will be put. This is especially critical when the purpose of monitoring is to look for a change in load. It is foolish to attempt to document a 25% load reduction from a watershed program with a monitoring design that gives load estimates ±50% of the true load (see Tech Notes #7 (Spooner et al. 2011)).

- Decide which approach will be used to calculate the loads based on known or expected attributes of the data.

- Use the precision goals to calculate the sampling requirements for the monitoring program. Sampling requirements include both the total number of samples and, possibly, the distribution of the samples with respect to some auxiliary variable such as flow or season.

- Calculate the loads based on the samples obtained after the first full year of monitoring, and compare the precision estimates (of both flow measurement and the sampling program) with the initial goals of the program. Adjust the sampling program if the estimated precision deviates substantially from the goals.

It is possible that funding or other limitations may prevent a monitoring program from collecting the data required for acceptable load estimation. In such a case, the question must be asked: is a biased, highly uncertain load estimate preferable to no load estimate at all? Sometimes the correct answer will be no.

**Approaches to Load Estimation**

Several distinct technical approaches to load estimation are discussed below. The reader is encouraged to consult Richards (1998) for details and examples of these calculations.

**Numeric Integration**

The simplest approach is numeric integration, where the total load is given by

\[
\text{Load} = \sum_{i=1}^{n} c_i q_i t_i
\]

where \(c_i\) is the concentration in the \(i^{th}\) sample, \(q_i\) is the corresponding flow, and \(t_i\) is the time interval represented by the \(i^{th}\) sample, calculated as:

\[
\frac{1}{2} (t_{i+1} - t_{i-1})
\]

It is not required that \(t_i\) be the same for each sample.
The question becomes how fine to slice the pie—few slices will miss much variability, many slices will capture variability but at a higher cost and monitoring effort. Numeric integration is only satisfactory if the sampling frequency is high—often on the order of 100 samples per year or more, and samples must be distributed so that all major runoff events are captured. Selection of sampling frequency and distribution over the year is critical—sampling must focus on times when highest fluxes occur, i.e., periods of high discharge.

As noted above, flow-proportional sampling is a special case of mechanical rather than mathematical integration that assumes that one or more samples can be obtained that cover the entire period of interest, each representing a known discharge and each with a concentration that is in proportion to the load that passed the sampling point during the sample’s accumulation. If this assumption is met, the load for each sample is easily calculated as the discharge times the concentration, and the total load for the year is derived by summation. In principle, this is a very efficient and cost-effective method of obtaining a total load.

**Regression**

When, as is often the case with NPS-dominated systems, a strong relationship exists between flow and concentration, using regression to estimate load from continuous flow and intermittent concentration data can be highly effective. In this approach, a regression relationship is developed between concentration and flow based on the days for which concentration data exist. Usually, these data are based on grab samples for concentration and mean daily flow for the sampling day. This relationship may involve simple or multiple regression analysis using covariates like precipitation. In most applications, both concentration and flow are typically log-transformed to create a dataset suited for regression analysis (see *Tech Notes #1* (Meals and Dressing 2005) for basic information on data transformations). The regression relationship may be based entirely on the current year’s samples, or it may be based on samples gathered in previous years, or both. This method requires that there be a strong linear association between flow and concentration that does not change appreciably over the period of interest. If BMP implementation is expected to affect the relationship between flow and concentration, such relationships must be tracked carefully—if BMPs change the relationship, the concentration estimation procedure must be corrected.

Once the regression relationship is established, the regression equation is used to estimate concentrations for each day on which a sample was not taken, based on the mean daily flow for the day. The total load is calculated as the sum of the daily loads that are obtained by multiplying the measured or estimated daily concentration by the total daily discharge.

The goal of chemical sampling under this approach is to accurately characterize the relationship between flow and concentration. The monitoring program should be designed
to obtain samples over the entire range of expected flow rates. If seasonal differences in the flow/concentration relationship are likely, the entire range of flows should be sampled in each season. In some cases, separate seasonal flow-concentration regressions may need to be developed and used to estimate seasonal loads. Examples of such flow-concentration regressions are shown in Figure 4. It is clear in Figure 4 that a single regression line would seriously underestimate high concentrations and therefore overall loads. The seasonal regressions shown in the lower panel would yield a better load estimate.
Figure 4. Top panel: plot of regression relationship between log of total suspended solids concentration and log of flow for the 1991 water year dataset from the Maumee River (Ohio). Bottom panel: plot of same data divided into two groups based on time of year. Within each season, the regression model is stronger, has lower error, and provides a more accurate load estimate (Richards 1998).

This approach is especially applicable to situations where continuous flow data already exist, e.g., from an ongoing USGS hydrologic station. Grab samples can be collected as needed and then associated with the appropriate flow observations. Economy is another significant advantage of this approach. After an initial intensive sampling period to develop the regression, it may be possible to maintain the regression model with ~20 samples a year for concentration, focusing on high-flow or critical season events. Software exists to calculate and manage this approach, e.g. FLUX (Walker 1999). FLUX is an interactive program designed for use in estimating the loadings of nutrients or other water quality components passing a tributary sampling station over a given period of time. Data requirements include (a) grab-sample nutrient concentrations, typically measured at a weekly to monthly frequency for a period of at least 1 year, (b) corresponding flow measurements (instantaneous or daily mean values), and (c) a complete flow record (mean daily flows) for the period of interest. Using six calculation techniques, FLUX maps the flow/concentration relationship developed from the sample record onto the entire flow record to calculate total mass discharge and associated error statistics. An option to stratify the data into groups based upon flow, date, and/or season
is also included. The USGS program **LOADEST** is also available and is widely used to estimate loads using the regression approach. Another USGS load estimation calculation tool—**FLUXMASTER**—has been used in the SPARROW (SPAtially Referenced Regressions On Watershed attributes) watershed modeling technique to compute unbiased detrended estimates of long-term mean flux, and to provide an estimate of the associated standard error (Schwarz et al. 2006). The two programs include the same statistical model and in most cases will give the same result.

There are a few potential disadvantages to this approach. First, as mentioned earlier, potential changes or trends in the concentration-flow relationship—sometimes a goal of watershed projects—must be tracked and if the relationship changes, a new regression model must be constructed. Second, the monitoring program must be managed to effectively capture the entire range of flows/conditions that occur; the use of data from fixed-interval time-based sampling is not appropriate for this purpose because of bias toward low flow conditions.

**Ratio Estimators**

The concept of ratio estimators is a powerful statistical tool for estimating pollutant load from continuous flow data and intermittent concentration data. Ratio estimators assume that there is a positive linear relationship between concentration and flow that passes through the origin. On days when chemistry samples are taken, the daily load is calculated as the product of grab-sampled concentration and mean daily flow, and the mean of these loads over the year is also calculated. The mean daily load is then adjusted by multiplying it by a flow ratio, which is derived by dividing the average flow for the year as a whole by the average flow for the days on which chemical samples were taken. A bias correction factor is included in the calculation, to compensate for the effects of correlation between discharge and load. The adjusted mean daily load is multiplied by 365 to obtain the annual load.

When used in a stratified mode (e.g., for distinct seasons), the same process is applied within each stratum, and the stratum load is calculated by multiplying the mean daily load for the stratum by the number of days in the stratum. The stratum loads are then summed to obtain the total annual load.

The basic approach to determining sampling frequency assumes a normal distribution for concentration and random sampling. Several formulas are available to calculate the number of samples (random or within strata) required to obtain a load estimate of acceptable accuracy based on known variance of the system (see Chapter 2 (Developing a Monitoring Plan) of Monitoring Guidance for Determining the Effectiveness of Nonpoint Source Controls). Stratification may improve the precision and accuracy of the load estimate by allocating more of the sampling effort to the aspects which are of greatest interest or which are most difficult to characterize because of great variability such as high flow seasons.
The Beale Ratio Estimator is one common technique; computer programs are available to implement this calculation method. An example of such a tool is available in Richards 1998.

### Estimating Phosphorus Load for Lake Champlain Using Flow vs. Concentration Regression

**Monitoring regime:**
- Sampling conducted on 31 tributaries, concentrated on obtaining as high a proportion possible of samples during high flow conditions; samples were also obtained under low and moderate flow conditions. Samples were analyzed for total P, dissolved P, and chloride.

**Analysis:**
- The total number of samples per stream ranged from 84–107 for the Vermont/Quebec tributaries, and from 36–115 for the New York sites. The percentage of samples taken during high flow conditions ranged from 23–36% at the Vermont/Quebec stations, and from 13–29% in New York. The percentage of all high flow days that were sampled ranged from 25–44% in Vermont and Quebec, and from 12–32% in New York.
- The average daily flow records obtained for each gage station and the tributary sampling data were used in the FLUX program (Walker 1987, 1990) to develop mean load estimates for chloride, total P, and dissolved P for each tributary.
- Examination of concentration vs. flow plots indicated that most of the tributaries had significant relationships between chloride or total phosphorus concentration and daily flow. The concentration vs. flow relationships were stratified with respect to flow and/or by season, to improve the precision of the loading estimates.
- A log-log regression relationship was developed between concentration and flow within each flow stratum, and applied with a correction for bias to each daily flow value to produce an estimate of the mean loading rate for the period. Error estimates for the mean loading values were obtained by the FLUX program.

**Source:** VT DEC and NYS DEC. 1997.

<table>
<thead>
<tr>
<th>Tributary</th>
<th>Mean Discharge (10^6 m^3/yr)</th>
<th>Mean Conc. (mg/L)</th>
<th>Mean Load (mt/yr)</th>
<th>C.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winooski</td>
<td>2,003</td>
<td>12.3</td>
<td>24,615</td>
<td>0.029</td>
</tr>
<tr>
<td>Missisquoi</td>
<td>1,534</td>
<td>6.5</td>
<td>9,899</td>
<td>0.024</td>
</tr>
<tr>
<td>Otter</td>
<td>1,427</td>
<td>9.7</td>
<td>13,786</td>
<td>0.016</td>
</tr>
<tr>
<td>Lamoille</td>
<td>1,423</td>
<td>8.8</td>
<td>12,515</td>
<td>0.032</td>
</tr>
<tr>
<td>Poultney</td>
<td>371</td>
<td>10.5</td>
<td>3,890</td>
<td>0.019</td>
</tr>
<tr>
<td>Pike</td>
<td>347</td>
<td>11.9</td>
<td>4,128</td>
<td>0.022</td>
</tr>
</tbody>
</table>

**Example of Total Phosphorus concentration vs. Discharge relationship for the Winooski River (VT), March 199–April 1992. Regression lines are shown for the two flow intervals used in the FLUX program load estimation procedure.**
Comparison of Load Estimation Approaches

Although strongly driven by available resources, the monitoring program design (that should have included consideration of load estimation issues from the beginning), and the natural system itself, the choice of load estimation approach can make an enormous difference in the resulting load estimate.

Consider an example drawn from a dataset for the Maumee River (Ohio), water year 1991, consisting of daily TSS concentrations and continuous discharge data (Richards 1998). Different load estimation methods were applied to this dataset and to data taken from seven subsamples representing different weekly sampling schedules (e.g., Monday samples only), the results of which are summarized in Table 1 and Figure 5. The numeric integration estimate based on all daily data was assumed to be the true load for this exercise. The percent error is calculated as 100*(estimate-trueload)/trueload.

Table 1. Suspended solids load estimations from the Maumee River, water year 1991, computed on different subsample datasets and by different load estimation methods (Richards 1998).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Method</th>
<th>n</th>
<th>Suspended Solids Load (1000s mt/yr)</th>
<th>95% confidence Interval (1000s mt/yr)</th>
<th>% error</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data</td>
<td>Numeric Integration</td>
<td>347</td>
<td>2386</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Beale Ratio Est.</td>
<td>347</td>
<td>2365 ± 415</td>
<td></td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>347</td>
<td>1043</td>
<td></td>
<td>-56</td>
</tr>
<tr>
<td></td>
<td>Seasonal Regression</td>
<td>347</td>
<td>1902</td>
<td></td>
<td>-20</td>
</tr>
<tr>
<td>Weekly samples on Sundays</td>
<td>Beale Ratio Est.</td>
<td>48</td>
<td>1910 ± 1036</td>
<td></td>
<td>-20</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>48</td>
<td>1232</td>
<td></td>
<td>-48</td>
</tr>
<tr>
<td>Weekly samples on Mondays</td>
<td>Beale Ratio Est.</td>
<td>53</td>
<td>2544 ± 2357</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>53</td>
<td>1035</td>
<td></td>
<td>-57</td>
</tr>
<tr>
<td>Weekly samples on Tuesdays</td>
<td>Beale Ratio Est.</td>
<td>50</td>
<td>2366 ± 1815</td>
<td></td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>50</td>
<td>1024</td>
<td></td>
<td>-57</td>
</tr>
<tr>
<td>Weekly samples on Wednesdays</td>
<td>Beale Ratio Est.</td>
<td>50</td>
<td>1912 ± 1112</td>
<td></td>
<td>-20</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>50</td>
<td>1186</td>
<td></td>
<td>-50</td>
</tr>
<tr>
<td>Weekly samples on Thursdays</td>
<td>Beale Ratio Est.</td>
<td>49</td>
<td>1079 ± 235</td>
<td></td>
<td>-55</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>49</td>
<td>991</td>
<td></td>
<td>-58</td>
</tr>
<tr>
<td>Weekly samples on Fridays</td>
<td>Beale Ratio Est.</td>
<td>48</td>
<td>864 ± 173</td>
<td></td>
<td>-64</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>48</td>
<td>867</td>
<td></td>
<td>-64</td>
</tr>
<tr>
<td>Weekly samples on Saturdays</td>
<td>Beale Ratio Est.</td>
<td>49</td>
<td>1111 ± 301</td>
<td></td>
<td>-53</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>49</td>
<td>1026</td>
<td></td>
<td>-57</td>
</tr>
</tbody>
</table>
This example clearly shows that different methods of load estimation applied to different datasets can result in substantially different estimates of pollutant load. Most of the scenarios tested here underestimated suspended solids load, probably because the samples included missed high flow/TSS events and/or the estimation methods were biased toward low flow conditions. In most cases, the Beale Ratio Estimator gave a load estimate closer to the true load than did the regression method. For the full daily dataset, the single flow-concentration regression over the entire year appeared to seriously underestimate suspended solids load; separating the data into summer and winter seasons improved the fit and the accuracy of the load estimate (see Figure 4).

Some scenarios using weekly suspended solids samples for the load estimation gave annual load estimates reasonably close to the “true load,” but estimates using weekly concentrations usually underestimated the annual load. This resulted partly from the lower resolution of weekly vs. daily samples, but most of the difference was because in this particular year, suspended solids load was dominated by a single 4-day event that occurred from a Sunday through Wednesday. Samples from Sunday–Wednesday captured at least part of this extreme event, whereas samples from Thursday–Saturday did not. These results show that it was possible to obtain a fairly reasonable load estimate (e.g., within ±20% of the true load) from weekly concentration data, but at the same time, point out the risk of using fixed-interval concentration data in a NPS load estimation.
Load Duration Curves

Once good pollutant load estimates have been derived through monitoring, annual or seasonal loads can be compared over time, between watersheds or tributaries, or against some load objective, as in a TMDL allocation. One particularly useful application of load estimate data is that of the load duration curve.

Simply stated, a duration curve is a graph representing the percentage of time during which the value of a given parameter (e.g., flow, concentration, or load) is equaled or exceeded. A load duration curve is therefore a cumulative frequency plot of mean daily flows, concentrations, or daily loads over a period of record, with values plotted from their highest value to lowest without regard to chronological order. For each flow, concentration, or load value the curve displays the corresponding percent of time (0 to 100) that the value was met or exceeded over the specified time—the flow, concentration, or load duration interval. Extremely high values are rarely exceeded and have low duration interval values; very low values are often exceeded and have high duration interval values.

The process of using load duration curves generally begins with the development of a flow duration curve, using existing historical flow data (e.g., from a USGS gage), typically using mean daily discharge values. A basic flow duration curve runs from high to low along the x-axis, as illustrated in Figure 6. The x-axis represents the duration or percent of time, as in a cumulative frequency distribution. The y-axis represents the flow value (e.g., ft³/sec (cfs)) associated with that percent of time. Figure 6 illustrates that the highest observed flow for the period of record was about 5,400 cfs, while the lowest flow was 6 cfs. The median flow—the flow exceeded 50 percent of the time—was about 200 cfs.

In the next step, a load duration curve is created from the flow duration curve by multiplying each of the flow values by the applicable numeric water quality target (usually a water quality criterion) and a unit conversion factor, then plotting the results as for the flow duration curve. The x-axis remains as the flow duration interval, and the y-axis
depicts the load rather than the flow. This curve represents the allowable load (e.g., the TMDL) at each flow condition over the full range of observed flow. An example is shown in Figure 7 for the same site as shown in the flow duration curve, using a target of 0.05 mg/L total P. Then, observed P load observations associated with the flow intervals are plotted along the same axes. Points located above the curve represent exceedances of the target load, while those plotting below the curve represent compliance with the target and allowable daily loads.

A key feature of load duration curve analysis is that the pattern of loads—and impairment—can be easily visualized over the full range of flow conditions. Because flow variations usually correspond to seasonal patterns, this feature can address the requirement that TMDLs account for seasonal variations. The pattern of observed loads exceeding target loads can be examined to see if impairments occur only at high flows, only during low flows, or across the entire range of flow conditions. A common way to look at a load duration curve is by dividing it into zones representing, for example: high flows (0–10% flow duration interval), moist conditions (10–40%), mid-range flows (40–60%), dry conditions (60–90%), and low flows (90–100%). Data may also be grouped by season (e.g., spring runoff versus summer base flow). Sometimes, analysis of the load duration curve can provide insight on the source of pollutant loads. Measured loads that plot above the curve during flow duration intervals above 80% (low flow conditions), for example, may suggest point sources that discharge continuously during dry weather. Conversely, measured loads that plot above the curve during flow duration intervals of about 10 to 70% tend to reflect wet weather contributions by NPS such as erosion, washoff, and streambank erosion. Figure 7 illustrates that allowable total P loads in the
Sevier River were exceeded during all flow intervals, suggesting that multiple sources may contribute to the impairment.

It should be noted that a significant weakness of load duration curves is that they usually apply a single target concentration (i.e., the water quality standard) for all flows. For systems with significant NPS inputs this is usually an unreasonable assumption. As a result, the curve will almost always show that most violations occur at higher flows, where load is high due to both high flows and elevated concentrations. We know that concentration increases with flow in these systems, and this is basically a natural phenomenon. Application of different target concentrations to different flow strata may help with this issue.

Finally, note that an individual load duration curve applies only to the point in the stream where the data were collected. A load duration curve developed at a watershed outlet station (e.g., for a TMDL) applies only to loads observed at that point. If significant pollution sources exist upstream, a single load duration analysis at the watershed outlet can underestimate the extent of impairment in upstream segments. For this reason, it is usually wise to develop multiple load duration curves throughout the watershed to address the spatial distribution of impairments. Such an exercise can also be useful in targeting land treatment to critical watershed source areas.

For more detailed discussion of load duration curves, particularly their application to the TMDL process, refer to these sources:


Tetra Tech. (undated) *Advantages and Disadvantages of Using Load Duration Curves to Estimate Existing and Allowable Loads for the Development of Nutrient TMDLs.*

**Summary and Recommendations**

Estimation of pollutant load through monitoring is a complex task that requires accurate measurement of both pollutant concentration and water flow, as well as careful calculation, often based on a statistical approach. A NPS monitoring program must be designed for good load estimation at the start. In planning a watershed project, determine whether the project goals require knowledge of load, or if goals can be met using concentration data alone. In many cases, especially when trend detection is the goal, concentration data may be easier to work with and be more accurate than crudely estimated load data.

Good load estimates are usually derived from continuous flow data and intermittent data on pollutant concentration.
Both flow and pollutant concentrations are highly variable. Generally, continuous flow measurement and frequent water quality samples are needed to accurately and reliably capture the true load pattern. Although sampling frequency requirements will vary by the system monitored and the accuracy desired, quarterly concentration observations are generally inadequate, monthly observations will probably not yield reliable load estimates, and even weekly observations may not be satisfactory, especially if very accurate load estimates are required to achieve project objectives.

Water quality sampling for load estimation must capture periods of high flows and pollutant concentrations. Flow-proportional sampling will often provide the most accurate and cost-effective data for load estimation; frequency, timing, and stratification are important considerations for fixed-interval sampling programs.

Computational and statistical techniques appropriate to nonpoint source load estimation include:

- Numeric integration to compute load as the product of flow and concentration over a sequence of observations;
- Regression to estimate un-sampled concentrations based on flow; and
- Ratio estimators to adjust individual unit loads based on flow conditions at the time of sampling.

Different methods of load estimation can result in substantially different estimates of pollutant load. Select the preferred method based on project objectives and monitoring resources.

A load duration curve is a useful approach to compare pollutant load estimates over time, between sites, or against a load-reduction objective.
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